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1. Introduction

The following trapezoid type inequality for mappings of bounded variation was
proved in [7] (see also [6]):

Theorem 1.1 Let f : [a, b]→ R, be a mapping of bounded variation on [a, b], Then∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
f (a) + f (b)

2

∣∣∣∣∣ ≤ 1

2
(b− a)

b∨
a

(f) . (1.1)

The constant 1
2 is the best possible.

A generalization (1.1) for mappings of bounded variation, was considered by
Cerone et al. in [6], as follows:∣∣∣∣∣(b− x) f (b) + (x− a) f (a)−

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[
b− a

2
+

∣∣∣∣x− a+ b

2

∣∣∣∣] · b∨
a

(f) (1.2)

for all x ∈ [a, b]. The constant 1
2 is the best possible.

In the same way, the following midpoint type inequality for mappings of bounded
variation was proved in [8]:
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Theorem 1.2 Let f : [a, b]→ R, be a mapping of bounded variation on [a, b], Then∣∣∣∣∣(b− a) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1

2
(b− a)

b∨
a

(f) . (1.3)

The constant 1
2 is the best possible.

A weighted generalization of trapezoid inequality for mappings of bounded vari-
ation, was considered by Tseng et. al. [12]. In order to combine the midpoint and
the trapezoid inequalities together Guessab and Schmeisser [13] have proved an inter-
esting a companion of Ostrowski type inequality for r-Hölder continuous mappings.
Motivated by [13], Dragomir in [14], has proved the Guessab–Schmeisser companion
of Ostrowski inequality for mappings of bounded variation. Recently, in [15, 16] the
authors proved a generalization of weighted Ostrowski type inequality for mappings
of bounded variation and thus they deduced several trapezoid type inequalities. For
recent new results regarding Ostrowski’s and generalized trapezoid type inequalities
see [1]–[5].

In this paper, we give a companion of (1.2) for mappings of bounded variation,
Lipschitzian type and monotonic nondecreasing. Applications to quadrature formulae
are given.

2. The Results

The following result holds:

Theorem 2.3 Let f : [a, b]→ R be a mapping of bounded of variation on [a, b]. Then
we have the inequality∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤
[
b− a

4
+

∣∣∣∣x− 3a+ b

4

∣∣∣∣] · b∨
a

(f) , (2.4)

for all x ∈
[
a, a+b

2

]
. Furthermore, the constant 1

4 is the best possible in the sense that
it cannot be replaced by a smaller one.

Proof. Integrating by parts∫ b

a

K (t, x) df (t) dt = (x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

where,

K (t, x) :=

 t− x, t ∈
[
a, a+b

2

]
t− (a+ b− x) , t ∈

[
a+b
2 , b

]
.
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Using the fact that, for a continuous mapping p : [a, b] → R and bounded variation
mapping ν : [a, b]→ R, then one has the inequality∣∣∣∣∣

∫ b

a

p (t) dν (t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|p (t)|
b∨
a

(ν) .

Applying the above inequality, for p(t) := K (t, x) and ν(t) := f(t), we get∣∣∣∣∣
∫ b

a

K (t, x) df (t) dt

∣∣∣∣∣ ≤ sup
t∈[a,b]

|K (t, x)| ·
b∨
a

(f) = max

{
x− a, a+ b

2
− x
}
·

b∨
a

(f)

=

[
b− a

4
+

∣∣∣∣x− 3a+ b

4

∣∣∣∣] · b∨
a

(f) ,

for all x ∈ [a, a+b
2 ], which proves (2.4). To prove the sharpness of (2.4), assume that

(2.4) holds with constant C > 0, i.e.,∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤
[
C (b− a) +

∣∣∣∣x− 3a+ b

4

∣∣∣∣] · b∨
a

(f) . (2.5)

Consider the mapping f : [a, b]→ R, given by

f (t) =

 0, t ∈ (a, b)

1
2 , t = a, b.

Therefore,
∫ b

a
f (t) dt = 0 and

∨b
a (f) = 1. Making of use (2.5) with x = 3a+b

4 , we get∣∣∣∣b− a2

[
1

2
+ 0

]
− 0

∣∣∣∣ ≤ C (b− a) · 1

which gives that, C ≥ 1
4 , and the theorem is completely proved.

Remark 2.1 In the inequality (2.4), choose

1. x = a, then we get∣∣∣∣∣(b− a) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1

2
(b− a) ·

b∨
a

(f) (2.6)

2. x = 3a+b
4 , then we get∣∣∣∣∣b− a2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1

4
(b− a) ·

b∨
a

(f) (2.7)
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3. x = a+b
2 , then we get∣∣∣∣∣(b− a)

f (a) + f (b)

2
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1

2
(b− a) ·

b∨
a

(f) (2.8)

Corollary 2.1 If f ∈ C(1)[a, b]. Then we have the inequality∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤
[
b− a

4
+

∣∣∣∣x− 3a+ b

4

∣∣∣∣] · ‖f ′‖1,[a,b] , (2.9)

where ‖·‖1 is the L1 norm, namely ‖f ′‖1,[a,b] :=
∫ b

a
|f ′ (t)| dt.

Corollary 2.2 If f is K-Lipschitzian on [a, b] with the constant K > 0. Then we
have the inequality∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤ K (b− a)

[
b− a

4
+

∣∣∣∣x− 3a+ b

4

∣∣∣∣] . (2.10)

Corollary 2.3 If f is monotonic on [a, b]. Then we have the inequality∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤
[
b− a

4
+

∣∣∣∣x− 3a+ b

4

∣∣∣∣] · |f (b)− f (a)| . (2.11)

A refinement of (2.10), may be stated as follows:

Theorem 2.4 Let f : [a, b] → R be an L–Lipschitzian mapping on [a, b]. Then we
have the inequality∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤ L

[
(b− a)

2

8
+ 2

(
x− 3a+ b

4

)2
]
, (2.12)

for all x ∈
[
a, a+b

2

]
. Furthermore, the constant 1

8 is the best possible in the sense that
it cannot be replaced by a smaller one.
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Proof. Using the fact that, for a Riemann integrable function p : [a, b] → R and
L–Lipschitzian function ν : [a, b]→ R, then one has the inequality∣∣∣∣∣

∫ b

a

p (t) dν (t)

∣∣∣∣∣ ≤ L
∫ b

a

|p (t)| dt.

Applying the above inequality, for p(t) := K (t, x) and ν(t) := f(t), we get∣∣∣∣∣
∫ b

a

K (t, x) df (t) dt

∣∣∣∣∣ ≤ L
∫ b

a

|K (t, x)| = L

[
(x− a)

2
+

(
a+ b

2
− x
)2
]

= L

[
(b− a)

2

8
+ 2

(
x− 3a+ b

4

)2
]
,

for all x ∈ [a, a+b
2 ], which proves (2.12). To prove the sharpness of (2.12), assume

that (2.12) holds with constant C > 0, i.e.,∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤
[
C (b− a) +

∣∣∣∣x− 3a+ b

4

∣∣∣∣] · b∨
a

(f) . (2.13)

Consider the mapping f : [a, b] → R, given by f (t) := t − 3a+b
4 . Therefore, f is

Lipschitzian with L = 1 and
∫ b

a
f (t) dt = (b−a)2

4 . Making of use (2.13) with x = 3a+b
4 ,

we get

(b− a)
2

8
≤ C (b− a)

2

which gives that, C ≥ 1
8 , and the theorem is completely proved.

Remark 2.2 In the inequality (2.12), choose

1. x = a, then we get∣∣∣∣∣(b− a) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ L (b− a)
2

4
(2.14)

2. x = 3a+b
4 , then we get∣∣∣∣∣b− a2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ L (b− a)
2

8
(2.15)
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3. x = a+b
2 , then we get

∣∣∣∣∣(b− a)
f (a) + f (b)

2
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ L (b− a)
2

4
(2.16)

A refinement of (2.11), may be stated as follows:

Theorem 2.5 Let f : [a, b] → R be a monotonic non-decreasing on [a, a+b
2 ] and on

[a+b
2 , b]. Then we have the inequality

∣∣∣∣∣(x− a) (f (a) + f (b)) + (a+ b− 2x) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤ (x− a) (f (b)− f (a)) + (2x− a− b) f

(
a+ b

2

)
+ 2

(
3a+ b

4
− x
)

(f (a+ b− x)− f (x)) (2.17)

for all x ∈
[
a, a+b

2

]
.

Proof. Using the fact that, for a monotonic non-decreasing function ν : [a, b] → R
and continuous function p : [a, b]→ R, then one has the inequality

∣∣∣∣∣
∫ b

a

p (t) dν (t)

∣∣∣∣∣ ≤
∫ b

a

|p (t)| dν (t).

Applying the above inequality, for p(t) := K (t, x) and ν(t) := f(t), we get

∣∣∣∣∣
∫ b

a

K (t, x) df (t) dt

∣∣∣∣∣ ≤
∫ b

a

|K (t, x)| df (t)
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By the integration by parts formula for the Stieltjes integral we have∫ b

a

|K (t, x)| df (t) =

∫ a+b
2

a

|t− x| df (t) +

∫ b

a+b
2

|t− (a+ b− x)| df (t)

=

∫ x

a

(x− t) df (t) +

∫ a+b
2

x

(t− x) df (t)

+

∫ a+b−x

a+b
2

(a+ b− x− t) df (t) +

∫ b

a+b−x
(t+ x− a− b) df (t)

= (x− t) f (t)|xa +

∫ x

a

f (t) dt+ (x− t) f (t)|
a+b
2

x −
∫ a+b

2

x

f (t) dt

+ (a+ b− x− t) f (t)|a+b−x
a+b
2

+

∫ a+b−x

a+b
2

f (t) dt

+ (t+ x− a− b) f (t)|ba+b−x −
∫ b

a+b−x
f (t) dt

= (x− a) (f (b)− f (a)) + (2x− a− b) f
(
a+ b

2

)

+

∫ x

a

f (t) dt−
∫ a+b

2

x

f (t) dt+

∫ a+b−x

a+b
2

f (t) dt−
∫ b

a+b−x
f (t) dt

Now, by the monotonicity property of f , we have∫ x

a

f (t) dt ≤ (x− a) f (x) ,

∫ a+b
2

x

f (t) dt ≥
(
a+ b

2
− x
)
f (x) ,

and ∫ a+b−x

a+b
2

f (t) dt ≤
(
a+ b

2
− x
)
f (a+ b− x) ,

∫ b

a+b−x
f (t) dt ≥ (x− a) f (a+ b− x)

giving that∫ b

a

|K (t, x)| df (t) ≤ (x− a) (f (b)− f (a)) + (2x− a− b) f
(
a+ b

2

)

+

∫ x

a

f (t) dt−
∫ a+b

2

x

f (t) dt+

∫ a+b−x

a+b
2

f (t) dt−
∫ b

a+b−x
f (t) dt

≤ (x− a) (f (b)− f (a)) + (2x− a− b) f
(
a+ b

2

)
+ 2

(
3a+ b

4
− x
)

(f (a+ b− x)− f (x)) ,
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which is required.

Remark 2.3 In the inequality (2.17), choose

1. x = a, then we get∣∣∣∣∣(b− a) f

(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤ (b− a)

2

[
f (b)− 2f

(
a+ b

2

)
− f (a)

]
. (2.18)

2. x = 3a+b
4 , then we get∣∣∣∣∣b− a2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤ (b− a)

4

[
f (b)− 2f

(
a+ b

2

)
− f (a)

]
. (2.19)

3. x = a+b
2 , then we get∣∣∣∣∣(b− a)

f (a) + f (b)

2
−
∫ b

a

f (t) dt

∣∣∣∣∣
≤ (b− a)

2

[
f (b)− 2f

(
a+ b

2

)
− f (a)

]
. (2.20)

3 3. Applications to Quadrature Formulae

Let In : a = x0 < x1 < · · · < xn = b be a division of the inter-
val [a, b], ξi ∈ [xi, xi+1], hi = xi+1 − xi, (i = 0, 1, 2, · · · , n − 1) and ν (h) :=
max {hi|i = 0, 1, 2, . . . , n− 1}.

Define the quadrature

Tn (f, In, ξ) =

n−1∑
i=0

[
(ξi − xi) (f (xi) + f (xi+1)) + (xi + xi+1 − 2ξi) f

(
xi + xi+1

2

)]
.

In the following, we establish some upper bounds for the error approximation of∫ b

a
f (t) dt by the quadrature T (f, In, ξ).

Theorem 4.1 Let f be as in Theorem 2.3. Then we have∫ b

a

f (t) dt = Tn (f, In, ξn) +Rn (f, In, ξn) (4.1)
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where, Rn (f, In, ξn) satisfies the estimation

|Rn (f, In, ξn)| ≤

[
1

4
ν (h) + sup

i=0,n−1

∣∣∣∣ξi − 3xi + xi+1

4

∣∣∣∣
]
·

b∨
a

(f) (4.2)

≤ 1

2
ν (h)

b∨
a

(f) .

Proof. Applying Theorem 2.3 on the intervals [xi, xi+1], i = 1, 2, · · ·n− 1, we get∣∣∣∣[(ξi − xi) (f (xi) + f (xi+1)) + (xi + xi+1 − 2ξi) f

(
xi + xi+1

2

)]
−
∫ xi+1

xi

f (t) dt

∣∣∣∣
≤
[

1

4
hi +

∣∣∣∣ξi − 3xi + xi+1

4

∣∣∣∣] · xi+1∨
xi

(f) .

Summing the above inequality over i from 0 to n−1 and using the generalized triangle
inequality, we deduce that∣∣∣∣∣T (f, ξn, In)−

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
n−1∑
i=0

[
1

4
hi +

∣∣∣∣ξi − 3xi + xi+1

4

∣∣∣∣] · xi+1∨
xi

(f)

≤ sup
i=0,n−1

[
1

4
hi +

∣∣∣∣ξi − 3xi + xi+1

4

∣∣∣∣] · n−1∑
i=0

xi+1∨
xi

(f)

≤

[
1

4
ν (h) + sup

i=0,n−1

∣∣∣∣ξi − 3xi + xi+1

4

∣∣∣∣
]
·

b∨
a

(f)

which completely proves the first inequality in (4.2).
For the second inequality, we observe that∣∣∣∣ξi − 3xi + xi+1

4

∣∣∣∣ ≤ 1

4
hi

it follows that

sup
i=0,n−1

∣∣∣∣ξi − 3xi + xi+1

4

∣∣∣∣ ≤ 1

4
sup

i=0,n−1
hi =

1

4
ν (h)

which proves the second inequality in (4.2).

Theorem 4.2 Let f be as in Theorem 2.4. Then (4.1) holds where, Rn (f, In, ξn)
satisfies the estimation

|Rn (f, In, ξn)| ≤ L
n−1∑
i=0

[
1

8
h2i + 2

(
ξi −

3xi + xi+1

4

)2
]

(4.3)
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Proof. Applying Theorem 2.4 on the intervals [xi, xi+1], i = 1, 2, · · ·n− 1, we get∣∣∣∣[(ξi − xi) (f (xi) + f (xi+1)) + (xi + xi+1 − 2ξi) f

(
xi + xi+1

2

)]
−
∫ xi+1

xi

f (t) dt

∣∣∣∣
≤ L

[
1

8
h2i + 2

(
ξi −

3xi + xi+1

4

)2
]
.

Summing the above inequality over i from 0 to n−1 and using the generalized triangle
inequality, we deduce that∣∣∣∣∣T (f, ξn, In)−

∫ b

a

f (t) dt

∣∣∣∣∣ ≤ L
n−1∑
i=0

[
1

8
h2i + 2

(
ξi −

3xi + xi+1

4

)2
]
,

which completely proves the inequality in (4.3).

Remark 4.1 One may state another result for monotonic mappings by applying The-
orem 2.5. We shall left the details to the interested readers.
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1. Introduction
Let H(U) be the class of functions analytic in U = {z ∈ C : |z| < 1} and H[a, n] be the
subclass of H(U) consisting of functions of the form f(z) = a + anz

n+ an+1z
n+1 + ...,

with H0 = H[0, 1] and H = H[1, 1]. Denote A (p) by the class of all analytic functions of
the form

f(z) = zp +

∞∑
n=1

ap+nz
p+n (p ∈ N = {1, 2, 3, ...} ; z ∈ U) (1.1)

and let A (1) = A. For f ,F ∈ H(U), the function f(z) is said to be subordinate to F (z),
or F (z) is superordinate to f(z), if there exists a function ω(z) analytic in U with ω(0) = 0
and |ω(z)| < 1(z ∈ U), such that f(z) = F (ω(z)). In such a case we write f(z) ≺
F (z). If F is univalent, then f(z) ≺ F (z) if and only if f(0) = F (0) and f(U) ⊂ F (U)
(see [14] and [15]).

Let φ : C2×U → C and h (z) be univalent in U. If p (z) is analytic in U and satisfies the
first order differential subordination:

φ
(
p (z) , zp

′
(z) ; z

)
≺ h (z) , (1.2)
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then p (z) is a solution of the differential subordination (1.2). The univalent function q (z)
is called a dominant of the solutions of the differential subordination (1.2) if p (z) ≺ q (z)
for all p (z) satisfying (1.2). A univalent dominant q̃ that satisfies q̃ ≺ q for all dominants of
(1.2) is called the best dominant. If p (z) and φ

(
p (z) , zp

′
(z) ; z

)
are univalent in U and if

p(z) satisfies the first order differential superordination:

h (z) ≺ φ
(
p (z) , zp

′
(z) ; z

)
, (1.3)

then p (z) is a solution of the differential superordination (1.3). An analytic function q (z) is
called a subordinant of the solutions of the differential superordination (1.3) if q (z) ≺ p (z)
for all p (z) satisfying (1.3). A univalent subordinant q̃ that satisfies q ≺ q̃ for all subordinants
of (1.3) is called the best subordinant (see [14] and [15]).
The general Hurwitz-Lerch Zeta function Φ(z, s, a) is defined by:

Φ(z, s, a) =

∞∑
n=0

zn

(n+ a)s
, (1.4)

(a ∈ C\Z−0 ; Z−0 = {0,−1,−2, ...}; s ∈ C when |z| < 1;R{s} > 1 when |z| = 1).

For interesting properties and characteristics of the Hurwitz-Lerch Zeta function
Φ(z, s, a) (see [3], [8], [9], [11] and [19]).

Recently, Srivastava and Attiya [18] introduced the linear operator Ls,b : A→ A, defined
in terms of the Hadamard product by

Ls,b(f)(z) = Gs,b(z) ∗ f(z) (z ∈ U ; b ∈ C\Z−0 ; s ∈ C), (1.5)

where for convenience,

Gs,b = (1 + b)s[Φ(z, s, b)− b−s] (z ∈ U). (1.6)

The Srivastava-Attiya operator Ls,b contains among its special cases, the integral opera-
tors introduced and investigated by Alexander [1], Libera [7] and Jung et al. [6].

Analogous to Ls,b, Liu [10] defined the operator Jp,s,b : A(p)→ A(p) by

Jp,s,b(f)(z) = Gp,s,b(z) ∗ f(z) (z ∈ U ; b ∈ C\Z−0 ; s ∈ C; p ∈ N), (1.7)

where
Gp,s,b = (1 + b)s[Φp(z, s, b)− b−s]

and

Φp(z, s, b) =
1

bs
+

∞∑
n=0

zn+p

(n+ 1 + b)s
. (1.8)

It is easy to observe from (1.7) and (1.8) that

Jp,s,b(f)(z) = zp +

∞∑
n=1

(
1 + b

n+ 1 + b

)s
an+pz

n+p. (1.9)
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We note that
(i) Jp,0,b(f)(z) = f(z);

(ii) J1,1,0 (f)(z) = Lf(z) =
z∫
0

f(t)
t dt, where the operator L was introduced by Alexander

[1];
(iii) J1,s,b(f)(z) = Ls,bf(z)

(
s ∈ C, b ∈ C\Z−0

)
, where the operator Ls,b was introduced

by Srivastava and Attiya [18];
(iv) Jp,1,ν+p−1(f)(z) = Fν,p(f(z)) (ν > −p, p ∈ N), where the operator Fν,p was intro-
duced by Choi et al. [4];
(v) Jp,α,p(f)(z) = Iαp f(z) (α ≥ 0, p ∈ N) ,where the operator Iαp was introduced by Shams
et al. [17];
(vi) Jp,m,p−1(f)(z) = Jmp f(z) (m ∈ N0 = N ∪ {0} , p ∈ N) , where the operator Jmp was
introduced by El-Ashwah and Aouf [5];
(vii) Jp,m,p+l−1(f)(z) = Jmp (l) f(z) (m ∈ N0, p ∈ N, l ≥ 0) , where the operator Jmp (l)
was introduced by El-Ashwah and Aouf [5].

It follows from (1.9) that:

z (Jp,s+1,b(f)(z))
′

= (b+ 1)Jp,s,b(f)(z)− (b+ 1− p)Jp,s+1,b(f)(z). (1.10)

To prove our results, we need the following definitions and lemmas.
Definition 1 [14] . Denote by F the set of all functions q(z) that are analytic and injective on
Ū\E(q) where

E(q) =

{
ζ ∈ ∂U : lim

z→ζ
q(z) =∞

}
and are such that q

′
(ζ) 6= 0 for ζ ∈ ∂U\E(q). Further let the subclass of F for which

q(0) = a be denoted by F (a), F (0) ≡ F0 and F (1) ≡ F1.
Definition 2 [15]. A function L (z, t) (z ∈ U, t ≥ 0) is said to be a subordination chain if
L (·, t) is analytic and univalent in U for all t ≥ 0, L (z, ·) is continuously differentiable on
[0; 1) for all z ∈ U and L (z, t1) ≺ L (z, t2) for all 0 ≤ t1 ≤ t2.
Lemma 1 [16]. The function L (z, t) : U× [0; 1) −→ C of the form

L (z, t) = a1 (t) z + a2 (t) z2 + ... (a1 (t) 6= 0; t ≥ 0)

and lim
t→∞

|a1 (t)| =∞ is a subordination chain if and only if

Re

{
z∂L (z, t) /∂z

∂L (z, t) /∂t

}
> 0 (z ∈ U, t ≥ 0) .

Lemma 2 [12]. Suppose that the functionH : C2 → C satisfies the condition

Re {H (is; t)} ≤ 0

for all real s and for all t ≤ −n
(
1 + s2

)
/2, n ∈ N. If the function p(z) = 1 + pnz

n +
pn+1z

n+1 + ... is analytic in U and

Re
{
H
(
p(z); zp

′
(z)
)}

> 0 (z ∈ U) ,
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then Re {p(z)} > 0 for z ∈ U.
Lemma 3 [13]. Let κ, γ ∈ C with κ 6= 0 and let h ∈ H(U) with h(0) = c. If
Re {κh(z) + γ} > 0 (z ∈ U) , then the solution of the following differential equation:

q (z) +
zq
′
(z)

κq(z) + γ
= h (z) (z ∈ U ; q(0) = c)

is analytic in U and satisfies Re {κq(z) + γ} > 0 for z ∈ U .
Lemma 4 [14]. Let p ∈ F (a) and let q(z) = a+anz

n+an+1z
n+1 + ...be analytic in U with

q (z) 6= a and n ≥ 1. If q is not subordinate to p, then there exists two points z0 = r0e
iθ ∈ U

and ζ0 ∈ ∂U\E(q) such that

q(Ur0) ⊂ p(U); q(z
0
) = p(ζ0) and z0p

′
(z0) = mζ0p

′(ζ0) (m ≥ n) .

Lemma 5 [15]. Let q ∈ H[a; 1] and ϕ : C2 → C. Also set ϕ
(
q (z) , zq

′
(z)
)

= h (z) . If

L (z, t) = ϕ
(
q (z) , tzq

′
(z)
)

is a subordination chain and p ∈ H[a; 1] ∩ F (a), then

h (z) ≺ ϕ
(
p (z) , zp;

′
(z)
)
,

implies that q (z) ≺ p (z). Furthermore, if ϕ
(
q (z) , zq

′
(z)
)

= h (z) has a univalent

solution q ∈ F (a), then q is the best subordinant.
In the present paper, we aim to prove some subordination-preserving and superordination-

preserving properties associated with the integral operator Jp,s,b. Sandwich-type result in-
volving this operator is also derived.

2. Main results
Unless otherwise mentioned, we assume throughout this section that b ∈ C\Z−0 , s ∈
C, Re (b) > 0, p ∈ N and z ∈ U.
Theorem 1. Let f, g ∈ A (p) and

Re

{
1 +

zφ
′′

(z)

φ
′
(z)

}
> −δ

(
φ (z) =

Jp,s−1,b(g)(z)

zp
; z ∈ U

)
, (2.1)

where δ is given by

δ =
1 + |b+ 1|2 −

∣∣∣1− (b+ 1)
2
∣∣∣

4 [1 + Re (b)]
(z ∈ U) . (2.2)

Then the subordination condition

Jp,s−1,b(f)(z)

zp
≺ Jp,s−1,b(g)(z)

zp
(2.3)
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implies that
Jp,s,b(f)(z)

zp
≺ Jp,s,b(g)(z)

zp
(2.4)

and the function Jp,s,b(g)(z)
zp is the best dominant.

Proof. Let us define the functions F (z) and G(z) in U by

F (z) =
Jp,s,b(f)(z)

zp
and G(z) =

Jp,s,b(g)(z)

zp
(z ∈ U) (2.5)

and without loss of generality we assume that G(z) is analytic, univalent on Ū and

G
′
(ζ) 6= 0 (|ζ| = 1) .

If not, then we replace F (z) and G(z) by F (ρz) and G(ρz), respectively, with 0 < ρ < 1.
These new functions have the desired properties on Ū , so we can use them in the proof of our
result and the results would follow by letting ρ→ 1.

We first show that, if

q (z) = 1 +
zG
′′

(z)

G′ (z)
(z ∈ U) , (2.6)

then
Re {q (z)} > 0 (z ∈ U) .

From (1.10) and the definition of the functions G,φ, we obtain that

φ (z) = G (z) +
zG
′
(z)

b+ 1
. (2.7)

Differentiating both sides of (2.7) with respect to z yields

φ
′
(z) =

(
1 +

1

b+ 1

)
G
′
(z) +

zG
′′

(z)

b+ 1
. (2.8)

Combining (2.6) and (2.8), we easily get

1 +
zφ
′′

(z)

φ
′
(z)

= q (z) +
zq
′
(z)

q (z) + b+ 1
= h(z) (z ∈ U) . (2.9)

It follows from (2.1) and (2.9) that

Re {h (z) + b+ 1} > 0 (z ∈ U) . (2.10)

Moreover, by using Lemma 3, we conclude that the differential equation (2.9) has a solution
q (z) ∈ H (U) with h (0) = q (0) = 1. Let

H (u, v) = u+
v

u+ b+ 1
+ δ,
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where δ is given by (2.2). From (2.9) and (2.10), we obtain Re
{
H
(
q(z); zq

′
(z)
)}

>

0 (z ∈ U) .

To verify the condition

Re {H (iϑ; t)} ≤ 0

(
ϑ ∈ R; t ≤ −1 + ϑ2

2

)
, (2.11)

we proceed as follows:

Re {H (iϑ; t)} = Re

{
iϑ+

t

b+ 1 + iϑ
+ δ

}
=
t (1 + Re (b))

|b+ 1 + iϑ|2
+ δ

≤ − Υ (b, ϑ, δ)

2 |b+ 1 + iϑ|2
,

where

Υ (b, ϑ, δ) = [1 + Re (b)− 2δ]ϑ2 − 4δ Im (b)ϑ− 2δ |b+ 1|2 + 1 + Re (b) . (2.12)

For δ given by (2.2), the coefficient of ϑ2 in the quadratic expression Υ (b, ϑ, δ) given by
(2.12) is positive or equal to zero. To check this, put b+ 1 = c, so that

1 + Re (b) = c1 and Im (b) = c2.

We thus have to verify that
c1 − 2δ ≥ 0,

or

c1 ≥ 2δ =
1 + |c|2 −

∣∣1− c2∣∣
2c1

.

This inequality will hold true if

2c21 +
∣∣1− c2∣∣ ≥ 1 + |c|2 = 1 + c21 + c22,

that is, if ∣∣1− c2∣∣ ≥ 1− Re
(
c2
)
,

which is obviously true. Moreover, the quadratic expression Υ (b, ϑ, δ) by ϑ in (2.12) is a
perfect square for the assumed value of δ given by (2.2). Hence we see that (2.11) holds.
Thus, by using Lemma 2, we conclude that

Re {q (z)} > 0 (z ∈ U) ,

that is, that G defined by (2.5) is convex (univalent) in U . Next, we prove that the subordina-
tion condition (2.3) implies that

F (z) ≺ G (z) ,
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for the functions F and G defined by (2.5). Consider the function L (z, t) given by

L (z, t) = G (z) +
(1 + t) zG

′
(z)

b+ 1
(0 ≤ t <∞; z ∈ U) . (2.13)

We note that

∂L (z, t)

∂z

∣∣∣∣
z=0

= G
′
(0)

(
1 +

1 + t

b+ 1

)
6= 0 (0 ≤ t <∞; z ∈ U ; Re {b+ 1} > 0) .

This show that the function

L (z, t) = a1 (t) z + ... ,

satisfies the condition a1 (t) 6= 0 (0 ≤ t <∞) . Further, we have

Re

{
z∂L (z, t) /∂z

∂L (z, t) /∂t

}
= Re {b+ 1 + (1 + t) q (z)} > 0 (0 ≤ t <∞; z ∈ U) .

Since G (z) is convex and Re {b+ 1} > 0. Therefore, by using Lemma 1, we deduce that
L (z, t) is a subordination chain. It follows from the definition of subordination chain that

φ (z) = G (z) +
zG
′
(z)

b+ 1
= L (z, 0)

and
L (z, 0) ≺ L (z, t) (0 ≤ t <∞) ,

which implies that

L (ζ, t) /∈ L (U, 0) = φ (U) (0 ≤ t <∞; ζ ∈ ∂U) . (2.14)

If F is not subordinate to G, by using Lemma 4, we know that there exist two points z0 ∈ U
and ζ0 ∈ ∂U such that

F (z0) = G (ζ0) and z0F
′
(z0) = (1 + t) ζ0G

′
(ζ0) (0 ≤ t <∞) . (2.15)

Hence, by using (2.5), (2.13),(2.15) and (2.3), we have

L (ζ0, t) = G (ζ0) +
(1 + t) ζ0G

′
(ζ0)

b+ 1
= F (z0) +

z0F
′
(z0)

b+ 1
=
Jp,s−1,b(f)(z0)

zp0
∈ φ (U) .

This contradicts (2.14). Thus, we deduce that F ≺ G. Considering F = G, we see that the
function G is the best dominant. This completes the proof of Theorem 1.

We now derive the following superordination result.
Theorem 2. Let f, g ∈ A (p) and

Re

{
1 +

zφ
′′

(z)

φ
′
(z)

}
> −δ

(
φ (z) =

Jp,s−1,b(g)(z)

zp
; z ∈ U

)
, (2.16)
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where δ is given by (2.2) . If the function Jp,s−1,b(f)(z)
zp is univalent in U and Jp,s,b(f)(z)

zp ∈ F,
then the superordination condition

Jp,s−1,b(g)(z)

zp
≺ Jp,s−1,b(f)(z)

zp
(2.17)

implies that
Jp,s,b(g)(z)

zp
≺ Jp,s,b(f)(z)

zp
(2.18)

and the function Jp,s,b(g)(z)
zp is the best subordinant.

Proof. Suppose that the functions F,G and q are defined by (2.5) and (2.6), respectively. By
applying similar method as in the proof of Theorem 1, we get

Re {q (z)} > 0 (z ∈ U) .

Next, to arrive at our desired result, we show that G ≺ F . For this, we suppose that the
function L (z, t) be defined by (2.13). Since G is convex, by applying a similar method as
in Theorem 1, we deduce that L (z, t) is subordination chain. Therefore, by using Lemma 5,
we conclude that G ≺ F . Moreover, since the differential equation

φ (z) = G (z) +
zG
′
(z)

b+ 1
= ϕ

(
G (z) , zG

′
(z)
)

has a univalent solution G, it is the best subordinant. This completes the proof of Theorem 2.
Combining the above-mentioned subordination and superordination results involving the

operator Jp,s,b, the following ”sandwich-type result” is derived.
Theorem 3. Let f, gj ∈ A (p) (j = 1, 2) and

Re

{
1 +

zφ
′′

j (z)

φ
′

j (z)

}
> −δ

(
φj (z) =

Jp,s−1,b(gj)(z)

zp
(j = 1, 2) ; z ∈ U

)
,

where δ is given by (2.2) . If the function Jp,s−1,b(f)(z)
zp is univalent in U and Jp,s,b(f)(z)

zp ∈ F,
then the condition

Jp,s−1,b(g1)(z)

zp
≺ Jp,s−1,b(f)(z)

zp
≺ Jp,s−1,b(g2)(z)

zp
(2.19)

implies that
Jp,s,b(g1)(z)

zp
≺ Jp,s,b(f)(z)

zp
≺ Jp,s,b(g2)(z)

zp
(2.20)

and the functions Jp,s,b(g1)(z)
zp and Jp,s,b(g2)(z)

zp are, respectively, the best subordinant and the
best dominant.
Remark. (i) Putting b = p and s = α (α ≥ 0, p ∈ N) in our results of this paper, we obtain
the results obtained by Aouf and Seoudy [2];
(ii) Specializing the parameters s and b in our results of this paper, we obtain the results for
the corresponding operators Fν,p, Jmp and Jmp (l) which are defined in the introduction.



Preserving subordination and superordination results ... 25

References
[1] J. W. Alexander, Functions which map the interior of the unit circle upon simple regions,

Ann. Math. Ser., 2, 17 (1915), 12-22.

[2] M. K. Aouf and T. M. Seoudy, Some preserving subordination and superordination
results of certain integral operator, Int. J. Open Problems Comput. Math., (to appear).

[3] J. H. Choi and H. M. Srivastava, Certain families of series associated with the Hurwitz-
Lerch Zeta function, Appl. Math. Comput., 170 (2005), 399-409.

[4] J. H. Choi, M. Saigo and H.M. Srivastava, Some inclusion properties of a certain family
of integral operators, J. Math. Anal. Appl., 276 (2002), 432-445.

[5] R. M. El-Ashwah and M. K. Aouf, Some properties of new integral operator, Acta Univ.
Apulensis, 24 (2010), 51-61.

[6] T. B. Jung , Y. C. Kim and H. M. Srivastava, The Hardy space of analytic functions
associated with certain one-parameter families of integral operators, J. Math. Anal.
Appl., 176 (1993), 138-147.

[7] R. J. Libera, Some classes of regular univalent functions, Proc. Amer. Math. Soc., 16
(1969), 755-758.

[8] S.-D. Lin and H. M. Srivastava, Some families of the Hurwitz-Lerch Zeta functions
and associated fractional derivative and other integral representations, Appl. Math.
Comput., 154 (2004), 725-733.

[9] S.-D. Lin, H. M. Srivastava and P.-Y. Wang, Some expansion formulas for a class of
generalized Hurwitz-Lerch Zeta functions, Integral Transforms Spec. Funct., 17 (2006),
817-827.

[10] J.-L. Liu, Subordinations for certain multivalent analytic functions associated with the
generalized Srivastava-Attiya operator, Integral Transforms Spec. Funct., 18 (2007),
207-216.

[11] Q.-M. Luo and H. M. Srivastava, Some generalizations of the Apostol-Bernoulli and
Apostol-Euler polynomials, J. Math. Anal. Appl., 308 (2005), 290-302.

[12] S. S. Miller and P. T. Mocanu, Differential subordinations and univalent functions,
Michigan Math. J., 28 (1981), no. 2, 157–172.

[13] S. S. Miller and P. T. Mocanu, Univalent solutions of Briot-Bouquet differential equa-
tions, J. Differential Equations, 56 (1985), no. 3, 297–309.

[14] S. S. Miller and P. T. Mocanu, Differential Subordinations: Theory and Applications,
Series on Monographs and Textbooks in Pure and Applied Mathematics, Vol. 225, Mar-
cel Dekker, New York and Basel, 2000.



26 M. K. Aouf, A. O. Mostafa, A. M. Shahin and S. M. Madian

[15] S. Miller and P. T. Mocanu, Subordinants of differential superordinations, Complex
Variables. Theory Appl., 48 (2003), no. 10, 815–826.

[16] Ch. Pommerenke, Univalent Functions, Vandenhoeck and Ruprecht, Göttingen, 1975.

[17] S. Shams, S. R. Kulkarni, and J. M. Jahangiri, Subordination properties of p–valent
functions defined by integral operators, Internat. J. Math. Math. Sci., Vol. 2006, Art. ID
94572, 1–3.

[18] H. M. Srivastava and A. A. Attiya, An integral operator associated with the Hurwitz-
Lerch Zeta function and differential subordination, Integral Transforms Spec. Funct.,
18 (2007), 207-216.

[19] H. M. Srivastava and J. Choi, Series associated with the Zeta and Related Functions,
Kluwer Academic Publishers, Dordrecht, Boston, London, 2001.

DOI: 10.7862/rf.2013.2

M. K. Aouf
email: mkaouf127@yahoo.com,
A. O. Mostafa
email: aashamandy@hotmail.com,
A. M. Shahin
email: adelaeg254@yahoo.com

S. M. Madian - corresponding author
email: awagdyfos@yahoo.com

Department of Mathematics, Faculty of Science,
Mansoura University, Mansoura 35516, Egypt
Received 14.12.2011, Revisted 20.06.2013, Accepted 25.10.2013



J o u r n a l of
Mathematics
and Applications

JMA No 36, pp 27-33 (2013)

COPYRIGHT c© by Publishing Department Rzeszów University of Technology
P.O. Box 85, 35-959 Rzeszów, Poland

Influence of boundary conditions
on 2D wave propagation in a rectangle

N. K. Ashirbayev, J. N. Ashirbayeva

Submitted by: Jan Stankiewicz
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1. Introduction

Modern engineering and technology widely employ massive elements of construc-
tions, containing cracks, holes, inclusions and other inhomogeneities of various nature
and purpose. Performance of these elements under dynamic loads puts a number
of questions concerning with dynamic problems of solid mechanics. In particular,
evaluation of dynamic stresses near cuts, holes, pores, inclusions and singular points
of a boundary is of great practical importance for mechanical and civil engineering,
rock mechanics, seismology and fault detection. Solving arising problems and study-
ing unsteady wave fields discloses significant physical features and provides data on
the strength and reliability of a construction. Meanwhile, the problem of finding un-
steady wave fields is quite difficult. In many practically important cases, the problem
is additionally complicated by discontinuous behaviour of a solution. Such are cases
when a finite elastic region contains discontinuities in boundary conditions, holes or
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inclusions with corner points and/or cuts with corners, which are sources of high
stress concentration. It is impossible to solve such problems without developing ef-
ficient numerical methods. Accordingly, modern studies of unsteady waves in solids
focus on the development and improvement of numerical techniques. For the dynamic
problems, they include various modifications of finite differences, discrete steps, spa-
tial characteristics, finite elements, Godunov’s mesh-characteristic method, boundary
integral equations, method of sources, etc. Among the methods, the finite differ-
ence methods, based on using characteristic surfaces and compatibility equations on
them, have certain advantages. They provide utmost correspondence between the de-
pendence regions of the starting differential equations and approximating difference
equations, what notably increases the accuracy of results for smooth and discontin-
uous solutions; they also provide correct identification of boundaries and contacts.
In 1960, an explicit scheme of second order was suggested for a system of partial
differential equations of second order in three variables [1]. The scheme employed
characteristics and it was used for studying plane waves [2]. Later on, the method of
spatial characteristics has been developed for solving particular dynamic problems of
solid mechanics [3], [4], [5], [6], [7], [8], [9] [10], [11], [12], [13].

2. Problem formulation.

Consider plane-strain deformation of an elastic rectangle 01 ≤ `,−L2 ≤ L The
conventional dynamic equations of plane-strain elasticity (see [14]) are used in the
form suggested in the paper [2]:

v1,t−p,1−q,1−τ,2 = 0; v2,t−p,2 +q,2−τ,1 = 0; (2.1)

γ2(γ2 − 1)−1p,t−v1,1−v2,2 = 0; γ2q,t−v1,1 +v2,2 = 0; γ2τ,t−v1,2−v2,1 = 0,

Herein, the dimensionless time t̄, spatial coordinates x̄i, stresses p, q, τ and veloc-
ities v1, v2 are defined via the corresponding physical time t, coordinates xi, stresses
σ11, σ22, σ12 and displacements ui in accordance with [2], as

t̄ =
tc1
b

; x̄i =
xi
b

; vi =
1

c1

∂ui
∂t

, (i = 1, 2) p =
σ11 + σ22

2ρc21
;

q =
σ11 − σ22

2ρc21
; τ =

σ12
ρc21

; γ =
c1
c2
,

with b being a characteristic length. Further on, the overbar in the notation of the
dimensionless time and coordinates is omitted.

We assume that before loading, the body does not move and it is stress-free.
Therefore, the initial conditions are:

v1(x1, x2, 0) = v2(x1, x2; 0) = p(x1, x2, 0) = q(x1, x2, 0) = τ(x1, x2, 0) = 0. (2.2)

The boundary conditions (BC) for solving the system (2.1) are as follows. The
boundary x1 = 0 of the rectangle is loaded by the normal traction p + q, prescribed
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on the part L∗ ≤ x2 ≤ L∗∗ as a step function, changing in time t with the amplitude A
and the angular frequency T. The shear traction τ is zero. Hence, at L∗ ≤ x2 ≤ L∗∗,
the BC are:

p+ q = f(x2, t) = Asin(wt), τ = 0 for 0 ≤ t ≤ t∗. (2.3)

The load acts from the moment t = 0 till t = t∗ and then ceases to zero, so that

p+ q = 0, τ = 0 for t ≥ t∗ (2.4)

The remaining part of the upper boundary and the entire lower boundary (x1 = l) of
the rectangle are traction-free:

p+ q = 0, τ = 0 for t ≥ 0. (2.5)

The boundaries x2 = ±L are clamped. Hence at any time, the velocity at their points
is zero:

v1(x1, t) = v2(x1, t) = 0 for t ≥ 0. (2.6)

We are interested in finding fields of stresses and velocities caused by the fronts of
incidental and diffracted elastic waves for t > 0. The problem consists in solving the
system of partial differential equations (2.1) under the initial condition (2.2) and the
boundary conditions (2.3) - (2.6). The solution is obtained by the method of spatial
characteristics, presented in detail in [2]. Note, however, that the method, as it is
suggested in [2], is applicable only to regions with continuous change of the input
parameters. Thus we have developed an algorithm, presented below for finding the
solution near the singular points x2 = L∗ and x2 = L∗∗ of the boundary x1 = 0,
where the load suffers the discontinuity of the first kind.

We represent the sides of the rectangle by n1 and n2 segments, respectively.
Thus the division steps are h1 = l/n1 and h2 = L/n2. The nodal points are
(xi1, x

j
2 with xi1 = ih1(i = 0, 1, 2, ...., n1) and xj2 = jh2(j = −n2,−n2 + 1,−n2 +

2, ...,−1, 0, 1, 2, ..., n2 − 1, n2). These points coincide with those, which appear at
lines of boundary nodes of a rectangular mesh covering the considered rectangle.

Consider for certainty the point E1(x2 = L∗∗) of the boundary x1 = 0 (fig. 1).
In its vicinity, two corner points I and II are distinguished. For the corners I and II,
we derive and employ finite difference approximations, obtained by integration along
bi-characteristics and the axis of the characteristic cone. Note that for the corner
I the equations are similar to those for the upper right corner R of the considered
region:

δvI1 − δvI2 + α8δp
I = A1, δvI1 + δvI2 + α2δq

I = A2, (2.7)

while for the corner II they are similar to those for the upper left corner M:

δvII1 + δvII2 + α8δp
II = A3, δvII1 − δvII2 + α2δq

II = A4, (2.8)
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The right-hand sides in (2.8) and (2.9) are defined by equations:

A1 =k(v1,1 +p,1 +q,1−τ,1 +v2,2−p,2 +q,2 +τ,2 )

− α0(v1,2 +v2,1 )− α9(v1,12−v2,12 − α5p,12 +α3τ,12 ;

A2 =k(v1,1 +p,1 +q,1 +τ,1−v2,2 +p,2−q,2 +τ,2 )

− α0(v1,2−v2,1 ) + α1(v1,2−v2,1 )− α5q,12 +α9(v1,12 +v2,12 );

A3 =k(v1,1 +p,1 +q,1 +τ,1 +v2,2 + p,2−q,2 +τ,2 )

+ α0(v1,2 +v2,1 ) + α9(v1,12 +v2,12 ) + α5p,12 +α3τ,12 ;

A4 =k(v1,1 +p,1 +q,1−τ,1−v2,2−p,2 +q,2 +τ,2 )

+ α0(v1,2−v2,1 )− α1(v1,2−v2,1 ) + α5q,12−α9(v1,12−v2,12 ).

In accordance with (2.3), to the left of the point 1 and at the point 1 itself, we
have prescribed the normal traction p+ q. For its increment δpI + δqI , we may write:

δpI + δqI = A[sin(wt)− sin(w(t− k))]. (2.9)

where k is the number of a time step. Besides, we need to meet the continuity
conditions for the normal velocities and the normal and shear tractions at adjacent
points of corners:

δvI1 = δvII1 , δvI2 = δvII2 ,

δpI − δqI = δpII − δqII , δτ I = δτ I = δτ II . (2.10)

The system (2.8) - (2.11) uniquely defines the increments of the velocities δvI1 , δv
II
1 ,

δvI2 , δv
II
2 and stresses δpI , δqI , δτ I , δpII , δqII , δτ II at the point 1, where the BC is

discontinuous:

δv1 = ∆1/∆, δv2 = ∆2/∆, δpI = ∆3/∆, (2.11)

δqI = ∆4/∆, δτ = 0, δpII = ∆5/∆, δqII = ∆6/∆.

The determinants entering (2.10) are given by formulae:

∆1 =− [α2α8(3(A1 +A2)− 2(α2 + α8)f(x2, t)−A3

−A4) + α2
8(A2 +A4) + α2

2(A1 +A3)],

∆2 =α2α8(A1 −A2 −A3 +A4)− α2
8(A2 −A4) + α2

2(A1 −A3),

∆3 =2α2(A2 −A3 − α2f(x2, t)) + 2α8(A4 −A1 − α2f(x2, t)),

∆4 =α2(A3 −A2)− 2α8(A4 −A1 + (α2 + α8)f(x2, t),

∆5 =2α8(A2 −A3) + 2α2(2A2 − 2A3 −A4 +A1)− 2α2(α2 + α8)f(x2, t),

∆6 =2α2(A1 −A4) + 2α8(2A1 +A2 −A3 − 2A4)− 2α8(α2 + α8)f(x2, t),

∆ =− 2(α2 + α8)2.
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3. Main results

Equations (2.12) serve us for finding the solution at the right singular point E1.
Similar equations are used for the left singular point E2 (fig . 1). They present the
basis of an algorithm for solving unsteady problems of dynamic elasticity involving
discontinuities of the first kind at points of the boundary. The algorithm is em-
ployed in a subroutine, which is included into a general program for calculations on
a conventional laptop.

As an illustration, we present results for the rectangular region 0 ≤ x1 ≤ 5 and
|x2| ≤ 5. The part, at which the external load acts, is: −4.85 ≤ x2 ≤ 4.85; hence
only 3 percent of the upper boundary is free of the loads. The load, being symmetric
with respect to the x1-axis, we consider only the right half of the rectangle (x2 ≥ 0).
The spatial steps are taken equal: h1 = h2 = h = 0.05. The time step k is chosen to
meet the stability condition for an explicit finite-difference scheme [2]:

(
k

h
)2 ≤ min{ γ2

γ2 + 1
,

γ2

2(γ2 − 1)
}.

In calculations, we set k = 0.025. The amplitude A of the applied load entering
(2.3) is taken unit, and the period is = 100k; consequently, the angular frequency is
ω = π/(100k) = 0.4π . The duration of the external pulse is t∗ = T = 2.5. Fig. 2
presents the velocity v1 at five ’observation’ points on the boundary of x1 = 0 : x2 = 0
(point 1), x2 = 20h (2), x2 = 40h (3), x2 = 60h (4), and x2 = 80h (5). At each
of the points, for the first hundred time steps, the form of the curve is defined by
the form of the applied sinusoidal pulse. Firstly, distortion arises at the point (5)
with the coordinate x2 = 80h, which is closest to the singular point E1 having the
coordinate x2 = 97h . It arises because of the influence of waves diffracted by the
singular point and propagating with the normalized speed c1 = 1 of longitudinal
waves. Then, in certain intervals, the influence of this point appears at points 4, 3, 2,
and 1, successively. The intensity of the influence is relatively small. Notably more
strong effect is caused by the longitudinal wave diffracted by the corner point R of
the rectangle (x1 = 0, x2 = 100h), which propagates with the speed c1, as well. For
the point 1 at the center of the rectangle, the waves, diffracted by the corners M
and R, arrive at the moment t = 400k = 10 simultaneously with the wave reflected
from the lower boundary (x1 = 100h). Consequently, for the time exceeding 400 k,
we may see the result of interference of various waves. Summarizing, we conclude
that the suggested finite-difference equations provide a means for solving dynamic
problems involving points of a boundary, where BC suffer discontinuity of the first
kind. Numerical realization of the approach has shown its stability at a sufficiently
long interval of time. The results correctly reproduce the general picture and specific
features of wave processes. The approach may be used for studying dynamic stresses
and strains in homogeneous and layered media.
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1. Introduction

There exists a beautiful one-to-one correspondence between the following two no-
tions defined in two distinct ways: (i) a Boolean algebra, introduced in terms of a
partially ordered set (a poset for short) as a 0-1-lattice which is distributive and
complemented; (ii) a Boolean ring with unit, i.e. an algebraic ring with idempotent
multiplication which contains a unit. The correspondence between the Boolean sys-
tems (i) and (ii) can be described by suitable homomorphisms which transmit the
order structure of posets to the algebraic structure of Boolean rings and vice versa, so
one can say about some kind of duality between the two structures (cf. Introduction
in [7]). This fact is well known and presented in numerous papers and monographs
(see e.g. [41], [42], [43], [3], [40], [45], [44], [24], [2], [21]).

A similar duality holds in a more general but still classical situation, when both (i)
and (ii) above are considered without units, roughly speaking. More exactly, in terms
of the notions used in this paper, there is a bijection between (I) B-rings, a kind of
generalized Boolean algebras, lattices in a given poset X, in which supX may not
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exist (see Definition 6), and (II) Boolean rings, i.e. algebraic rings with idempotent
multiplication in which a unit may not exist (see Definition 16).

Various types of further extensions of Boolean algebras and rings were investigated
by many authors (see e.g. [23], [4], [10], [11], [5], [12], [6], [13], [14], [15], [7]). In par-
ticular, very interesting general duality results concerning generalized orthomodular
lattices are given in [10] and [7].

In this paper, we discuss certain aspects of duality between order and algebraic
structures of Boolean systems. To present mutual relations between B-rings and
Boolean rings (Theorems 4 and 6 in section 5) we give a list of properties of the
binary operation (denoted here by −) of difference in B-rings, defined as an extension
of the partial binary operation 	 of proper difference. The latter is introduced under
condition (R) postulated for B-rings in distributive 0-lattice (see Definitions 6 and 7).
Some properties of difference in B-rings collected in section 3 were partly formulated
and proved in our earlier paper [9]. We recall them in Proposition 12 and 14, changing
slightly the notation and completing the omitted proofs.

On the other hand, we present also another approach in which the starting point
is not a 0-lattice (join and meet of any two elements exist), but a special type of
0-join-semilattice (only join of any two elements exists), namely a ∆-join-semilattice
(see Definitions 2 and 13) which satisfy, in addition, conditions (Im) and (∆). The
conditions allow one to define uniquely the binary operation r of difference in ∆-join-
semilattices and guarantee that meets of any two of its elements exist. Moreover, the
distributivity law and condition (R), assumed for B-rings, are satisfied. Consequently,
∆-join-semilattices appear to be an equivalent description of B-rings (see Theorem
3 in section 5). The mutual relations between ∆-join-semilattices and Boolean rings
(Theorems 5 and 7 in section 5) are consequences of Theorems 4 and 6, in view of
Theorem 3.

In our approach to Boolean systems based on the partial order structure a special
role is played by various types of binary operations (partial and full) of difference. In
this context it should be noted that there exist much more general, categorical and
fuzzy (MV -algebras) approaches, in which the notion of D-posets, introduced by F.
Kôpka and F. Chovanec (see [30], [32], [8], [31]) on the base of the partial operation
of difference, plays an important role as a model in quantum probability theory. The
notion was intensively investigated by R. Frič and M. Papčo (see [16]-[20], [33]-[35]).

Our interest in generalizing the notion of Boolean algebras to B-rings or ∆-join-
semilattices is connected with the results of B. J. Pettis (see [36]) who extended to
Boolean σ-rings certain theorems of W. Sierpiński (see [39]) on generated families
of subsets of a given set (see also [28] and [22]). On the other hand, B-rings are
natural objects for generalizing the theory of A. Rényi of conditional probability
spaces (see [37], [38], [25], [26], [27], [1], [29]). We are going to discuss these issues in
our forthcoming publications.

For completeness of the presentation we give full proofs of most of the results
formulated in this paper.
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2. Semilattices and lattices

We start from certain basic definitions and their consequences. In particular, we
recall some of definitions and results from our article [9].

All material in this section is given without proofs, because the properties formu-
lated here either follow immediately from the respective definitions or can be received
in a similar way as in [9].

Let (X,≤) be a poset, i.e. a partially ordered set, and let A be its non-empty
subset. We say that inf A [supA] exists in X if there is an element x ∈ X such
that 1◦ x ≤ y for all y ∈ A and 2◦ X 3 x1 ≤ y for all y ∈ A implies x1 ≤ x [1◦

y ≤ x for all y ∈ A and 2◦ y ≤ x1 ∈ X for all y ∈ A implies x ≤ x1]. Clearly, x
satisfying 1◦ and 2◦ is unique and we denote x := inf A [x := supA]. In particular,
inf{x} = sup{x} = x for each x ∈ X. If for given elements x and y of a poset
(X,≤) the symbol inf{x, y} is used in any equality that we state is true, it means
that inf{x, y} exists in X (and the equality holds).

Definition 1. A poset (X,≤) is called a join-semilattice if

(J) ∀x,y∈X sup {x, y} exists in X.

The element sup{x, y} is called the join of x and y (see [3], p. 6, Definition).

If a given poset (X,≤) is a join-semilattice we denote

x ∨ y := sup {x, y} (2.1)

for any x, y ∈ X. Formula (2.1) determines the binary operation ∨ of join on X.
We denote further a given join-semilattice (X,≤) by (X,∨) to mark explicitly the
operation ∨ of join defined by (2.1). Let us remark that inf{x, y} for given elements x
and y of a join-semilattice (X,∨), called the meet of x and y (see [3], p. 6, Definition),
may exist or not, so the corresponding operation of meet may be treated, in general,
as a partial binary operation on X.

In an analogous way we can define a meet-semilattice with a similar remark. We
will not discuss further the notion of meet-semilattice which is dual to join-semilattice.

In Propositions 1 and 2 below we formulate a list of properties of join-semilattices
corresponding to the respective properties of lattices given in [9] (see Statement 1),
denoting them by (j) with the corresponding indices.

Proposition 1. Let (X,∨) be a join-semilattice. Then

(j1) sup {x1, . . . , xn} exists in X

for arbitrary n ∈ N and x1, . . . , xn ∈ X. Moreover,

sup {x1, . . . , xn} = sup {sup {x1, . . . , xn−1} , xn}

for each n ∈ N \ {1} and x1, . . . , xninX.
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Proposition 2. Let (X,∨) be a join-semilattice. Then

(j2) x ∨ x = x,

(j3) x ∨ y = y ∨ x,

(j5) (x ∨ y) ∨ z = x ∨ (y ∨ z),

(j6) x ≤ x ∨ y, y ≤ x ∨ y,

(j7) x ≤ y ⇔ x ∨ y = y,

(j8) x ≤ y ⇒ z ∨ x ≤ z ∨ y

for arbitrary x, y, z ∈ X.

Definition 2. A join-semilattice (X,∨) is called (a) 0-join-semilattice; (b) 1-join-
semilattice; (c) 0-1-join-semilattice, whenever

(J0) inf X exists in X;

(J1) supX exists in X;

(J2) inf X and supX exist in X,

respectively.

The elements inf X and supX are called the zero and the unit (more exactly: the
order zero and the order unit) in a given join-semilattice (X,∨) and denoted by 0 and
1, respectively. We denote a given (a) 0-join-semilattice; (b) 1-join-semilattice; (c)
0-1-join-semilattice (X,∨) by (a) (X,∨, 0); (b) (X,∨, 1); (c) (X,∨, 0, 1), respectively,
to mark explicitly the existence of the zero or/and the unit in the join-semilattice
(X,∨).

Proposition 3. If (X,∨, 0) is a 0-join-semilattice, then

(j0) 0 ≤ x, x ∨ 0 = 0 ∨ x = x, inf{x, 0} = 0

for each x ∈ X. If (X,∨, 1) is a 1-join-semilattice, then

(j1) x ≤ 1, x ∨ 1 = 1 ∨ x = 1, inf{x, 1} = x

for each x ∈ X.

In the sequel, we will not discuss the notions of 1-join-semilattice or 0-1-join-
semilattice.

Definition 3. A poset (X,≤) is called a lattice if

(L) ∀x,y∈X inf {x, y} and sup {x, y} exist in X.

In other words, a poset (X,≤) is a lattice if it is a join-semilattice and a meet-
semilattice.
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If a given poset (X,≤) is a lattice we denote

x ∧ y := inf {x, y} and x ∨ y := sup {x, y} (2.2)

for any x, y ∈ X. The formulae in (2.2) define the binary operations ∧ and ∨ on X,
respectively. Any lattice (X,≤) with the operations ∧ of meet and ∨ of join given by
(2.2) will be denoted by (X,∧,∨).

Next, we recall some properties of an arbitrary lattice (see [9]).

Proposition 4. Let (X,∧,∨) be a lattice. Then

(l1) inf {x1, . . . , xn} and sup {x1, . . . , xn} exist in X

for arbitrary n ∈ N and x1, . . . , xn ∈ X. Moreover,

inf {x1, . . . , xn} = inf {inf {x1, . . . , xn−1} , xn}

and
sup {x1, . . . , xn} = sup {sup {x1, . . . , xn−1} , xn}

for each n ∈ N \ {1} and x1, . . . , xninX.

Proposition 5. Let (X,∧,∨) be a lattice. Then

(l2) x ∧ x = x, x ∨ x = x,

(l3) x ∧ y = y ∧ x, x ∨ y = y ∨ x,

(l4) (x ∧ y) ∧ z = x ∧ (y ∧ z),

(l5) (x ∨ y) ∨ z = x ∨ (y ∨ z),

(l6) x ∧ y ≤ x ≤ x ∨ y, x ∧ y ≤ y ≤ x ∨ y,

(l7) x ≤ y ⇔ x ∧ y = x ⇔ x ∨ y = y,

(l8) x ≤ y ⇒ z ∧ x ≤ z ∧ y & z ∨ x ≤ z ∨ y,

(l9) (x ∧ z) ∨ (y ∧ z) ≤ (x ∨ y) ∧ z,

(l10) (x ∧ y) ∨ z ≤ (x ∨ z) ∧ (y ∨ z)

for arbitrary x, y, z ∈ X.

Definition 4. A lattice (X,∧,∨) is called distributive if

(D) (x ∨ y) ∧ z = (x ∧ z) ∨ (y ∧ z), x, y, z ∈ X,

or

(D′) (x ∧ y) ∨ z = (x ∨ z) ∧ (y ∨ z), x, y, z ∈ X.
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Remark 1. Conditions (D) and (D′) are equivalent (see e.g. [3], p. 11, Theorem
9).

Definition 5. A lattice (X,∧,∨) is called (a) 0-lattice; (b) 1-lattice; (c) 0-1-lattice,
whenever

(L0) inf X exists in X;

(L1) supX exists in X;

(L2) inf X and supX exist in X,

respectively.

The elements inf X and supX are called the zero and the unit (more exactly: the
order zero and the order unit) in a given lattice (X,∧,∨) and denoted by 0 and 1,
respectively. We denote a given (a) 0-lattice; (b) 1-lattice; (c) 0-1-lattice (X,∧,∨) by
(a) (X,∧,∨, 0), (b) (X,∧,∨, 1), (c) (X,∧,∨, 0, 1), respectively, to mark explicitly the
existence of the zero or/and the unit in the lattice (X,∧,∨).

Proposition 6. If (X,∧,∨, 0) is a 0-lattice, then

(l0) 0 ≤ x, x ∨ 0 = 0 ∨ x = x, x ∧ 0 = 0 ∧ x = 0

for any x ∈ X. If (X,∧,∨, 1) is a 1-lattice, then

(l1) x ≤ 1, x ∨ 1 = 1 ∨ x = 1, x ∧ 1 = 1 ∧ x = x

for any x ∈ X.

3. Properties of B-rings

Definition 6. A distributive 0-lattice (X,∧,∨, 0) is called a B-ring if it satisfies
the following condition:

(R) ∀x,y∈X, y≤x ∃z∈X z ∧ y = 0 and z ∨ y = x,

i.e. if the poset (X,≤) satisfies conditions (L), (L0), (D) and (R).

Definition 7. Let (X,∧,∨, 0) be a B-ring and x, y be elements of X such that
y ≤ x. Then by a proper difference of x and y we mean an element z of X satisfying
the identities in (R).

Let us recall the following known uniqueness result (see e.g. [3], p. 12, Theorem
10):

Theorem 1. Let (X,∧,∨) be a distributive lattice and let y, z1, z2 be its arbitrary
elements. If z1 ∧ y = z2 ∧ y and z1 ∨ y = z2 ∨ y, then z1 = z2.
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Remark 2. In any distributive 0-lattice (X,∧,∨, 0), if for given x, y ∈ X with
y ≤ x there exists an element z ∈ X satisfying the two equalities in (R), then this
element, the proper difference of x and y, is unique, in view of Theorem 1.

For any elements x and y such that y ≤ x of any distributive 0-lattice, we denote
the proper difference of x and y by x	 y, i.e.

x	 y = z (y ≤ x) if y ∧ z = 0 and y ∨ z = x. (3.3)

In an arbitrary B-ring (X,∧,∨, 0), formula (3.3) determines the partial binary oper-
ation 	 of proper difference in X defined for all pairs of elements x, y ∈ X such that
y ≤ x. Though the operation 	 of proper difference does not formally appear in Def-
inition 6 it is uniquely determined, due to condition (R) and Theorem 1, via formula
(3.3). Therefore we will use in the sequel the notation (X,∧,∨,	, 0) for B-rings, i.e.
for those distributive 0-lattices (X,∧,∨, 0) which satisfy condition (R).

We formulate below some properties of the operation 	. We start with the asser-
tions, which are direct consequences of (R), (l6) and the above notation.

Proposition 7. If (X,∧,∨,	, 0) is a B-ring, then

∀x,y∈X, y≤x x	 y ≤ x, (x	 y) ∧ y = 0, (x	 y) ∨ y = x.

Proposition 8. If (X,∧,∨,	, 0) is a B-ring, then

∀x,y∈X, y≤x x	 (x	 y) = y.

The following de Morgan properties of the operation 	 are true:

Proposition 9. If (X,∧,∨,	, 0) is a B-ring, then

a	 (x ∧ y) = (a	 x) ∨ (a	 y) and a	 (x ∨ y) = (a	 x) ∧ (a	 y)

for arbitrary a, x, y ∈ X such that x ≤ a and y ≤ a.

Proof. Fix a, x, y ∈ X with x ≤ a and y ≤ a. Taking into account Proposition 7,
we can collect the relations:

x ≤ a, y ≤ a, a	 x ≤ a, a	 y ≤ a. (3.4)

Moreover, according to (R) and Remark 2, we have

x ∧ (a	 x) = y ∧ (a	 y) = 0 and x ∨ (a	 x) = y ∨ (a	 y) = a. (3.5)

Applying (D), (l6), (l8) and the first part of (3.5), we get

(x ∧ y) ∧ [(a	 x) ∨ (a	 y)] ≤ [x ∧ (a	 x)] ∨ [y ∧ (a	 y)] = 0

and, consequently,
(x ∧ y) ∧ [(a	 x) ∨ (a	 y)] = 0. (3.6)
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On the other hand, taking into account (3.4), using properties (l2), (l3), (l5)-(l8),
the distributivity in the form of (D′) and the second part of (3.5), we obtain the
following chain of equalities:

(x ∧ y) ∨ [(a	 x) ∨ (a	 y)]

= [(x ∧ y) ∨ (a	 x)] ∨ [(x ∧ y) ∨ (a	 y)]

= [(x ∨ (a	 x)) ∧ (y ∨ (a	 x))] ∨ [(x ∨ (a	 y)) ∧ (y ∨ (a	 y))]

= [a ∧ (y ∨ (a	 x))] ∨ [(x ∨ (a	 y)) ∧ a]

= [y ∨ (a	 x)] ∨ [x ∨ (a	 y)]

= [x ∨ (a	 x)] ∨ [y ∨ (a	 y)],

i.e., applying again the second part of (3.5) and (l2), we get

(x ∧ y) ∨ [(a	 x) ∨ (a	 y)] = a. (3.7)

According to condition (R) and Remark 2, the equalities (3.6) and (3.7) mean that
the first identity in Proposition 9 holds.

The second identity can be shown in an analogous way. �

Definition 8. A B-ring (X,∧,∨,	, 0) is called a B-algebra if supX exists in X,
i.e. if conditions (L), (L2), (D) and (R) are satisfied.

We denote supX in a B-algebra by 1 and, consequently, the given B-algebra by
(X,∧,∨,	, 0, 1).

The following assertion is straightforward:

Proposition 10. If (X,∧,∨,	, 0) is a B-ring and a is a fixed element of X,
then (Xa,∧,∨,	, 0), where Xa := {x ∈ X : x ≤ a}, is a B-algebra with the unit
1a := supXa = a.

In an arbitrary B-algebra (X,∧,∨,	, 0, 1), for every x ∈ X, the following condi-
tion is satisfied:

(Cx) ∃z∈X z ∧ x = 0 and z ∨ x = 1.

The condition results directly from (R). An element z satisfying the equalities in
condition (Cx) is unique for any x ∈ X (see Remark 2).

Definition 9. Let (X,∧,∨, 0, 1) be a 0-1-lattice. Fix x ∈ X. By a complement of
x we mean an element z ∈ X satisfying condition (Cx). If condition (Cx) is satisfied
for every x ∈ X, then the 0-1-lattice (X,∧,∨, 0, 1) is called complemented (see [3], p.
16).

Remark 3. In any distributive 0-1-lattice (X,∧,∨, 0, 1), if for a given x ∈ X
condition (Cx) is satisfied by z ∈ X, then this z, the complement of x, is unique, in
view of Theorem 1.
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In a distributive 0-1-lattice (X,∧,∨, 0, 1), we denote, for any element x ∈ X
for which condition (Cx) is satisfied, the complement of x by x′. In particular, if
a given distributive 0-1-lattice (X,∧,∨, 0, 1) is complemented we may consider the
unary operation ′ of complement in X, denoting such a lattice by (X,∧,∨, ′, 0, 1).

Definition 10. According to [3], pp. 17-18, by a Boolean algebra we mean a
complemented distributive 0-1-lattice (X,∧,∨, ′, 0, 1) such that the unary operation
′ of complement satisfies the following conditions:

(A1) x ∧ x′ = 0, x ∨ x′ = 1,

(A2) (x′)′ = x,

(A3) (x ∧ y)′ = x′ ∨ y′, (x ∨ y)′ = x′ ∧ y′for any x, y ∈ X.

Theorem 2. Every B-algebra (X,∧,∨,	, 0, 1) is a Boolean algebra (X,∧,∨, ′, 0, 1)
with the unary operation ′ defined by

x′ := 1	 x (3.8)

for any x ∈ X. Conversely, every Boolean algebra (X,∧,∨, ′, 0, 1) is a B-algebra
(X,∧,∨,	, 0, 1) with the binary operation 	 defined by

x	 y := x ∧ y′

for x, y ∈ X such that y ≤ x.

Proof. Let (X,∧,∨,	, 0, 1) be a B-algebra. Hence, in particular, the 0-1-lattice
(X,∧,∨, 0, 1) is distributive and complemented with the operation ′ of complement
defined by formula (3.8). That the operation ′ satisfies conditions (A1) and (A2)
follows from Propositions 7 and 8, respectively, applied for x := 1 and y := x. That
condition (A3) is satisfied follows from Proposition 9 for a := 1. This proves the first
part of Theorem 2.

To prove the second part, since a given Boolean algebra (X,∧,∨, ′, 0, 1) is a dis-
tributive 0-1-lattice, it suffices to verify that condition (R) is fulfilled. Fix x, y ∈ X
such that y ≤ x and put z := x ∧ y′. We obtain

y ∧ z = y ∧ (x ∧ y′) = (y ∧ y′) ∧ x = 0

and
y ∨ z = y ∨ (x ∧ y′) = (y ∨ x) ∧ (y ∨ y′) = x,

applying the two equalities in (A1) as well as properties (l3), (l4), (l7), (l0), (l1) and
(D′). Hence z satisfies the equalities in (R) and, by Theorem 1 and formula (3.3),
z = x	 y. This completes the proof of Theorem 2. �

In any B-ring (X,∧,∨,	, 0), the partial binary operation 	 can be extended to the
binary operation (denoted here by −) on X defined for an arbitrary pair of elements
of X in the following way:
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Definition 11. If (X,∧,∨,	, 0) is a B-ring, then we define the difference x− y
of x and y by

x− y := x	 (x ∧ y) (3.9)

for arbitrary x, y ∈ X.

Notice that definition in (3.9) makes sense, because x ∧ y ≤ x for any x, y ∈ X,
due to property (l6). The binary operation − of difference defined above is consistent
with the partial binary operation 	 of proper difference, introduced in Definition 7,
according to the following obvious property:

Proposition 11. Let (X,∧,∨,	, 0) be a B-ring. If x, y ∈ X and y ≤ x, then
x− y = x	 y.

It should be noted that the above extension − of the operation 	 of proper differ-
ence satisfies an extended form of condition (R) with the corresponding uniqueness
property (cf. Theorem 1 and Remark 2). Namely, the following assertion is true:

Proposition 12. Let (X,∧,∨,	, 0) be a B-ring. Then

(R) ∀x,y∈X ∃z∈X z ∧ y = 0 and z ∨ y = x ∨ y,

and an element z in (R) is unique, given by z := x− y.

Proposition 12 is a consequence of the following two facts. That for arbitrary
x, y ∈ X in a B-ring the two identities required in condition (R) are satisfied by
z := x− y follows from the two last equalities from part 2◦ of Proposition 14 proved
below. That this z is unique follows directly from the known uniqueness result cited
above as Theorem 1.

In addition to the uniqueness property concerning the operation of difference,
formulated in Proposition 12, we will give below a series of properties of this operation
in any B-ring. Let us start with the following easy consequence of Definition 11 and
Proposition 12:

Proposition 13. Let (X,∧,∨,	, 0) be a B-ring. We have

x− 0 = x	 0 = x, x− x = x	 x = 0, 0− x = 0 (3.10)

for every x ∈ X.

Properties 1-15 formulated in [9] contain the statement expressed in Proposition
12 and several other properties recalled in Proposition 14 below. Proofs of some of
the properties were omitted in [9]. We complete below all the omitted proofs. The
properties will be used in the proofs of certain characterizations given in section .

Proposition 14. Let (X,∧,∨,	, 0) be a B-ring. The following properties of the
binary operation − of difference on X hold true:

1◦ x− y ≤ x, (x− y) ∧ (x ∧ y) = 0, (x− y) ∨ (x ∧ y) = x,
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2◦ (x− y) ∧ (y − x) = 0, (x− y) ∧ y = 0, (x− y) ∨ y = x ∨ y,

3◦ (x− y) ∨ (y − x) ∨ (x ∧ y) = x ∨ y,

4◦ x ≤ y ⇒ (z − y) ∧ x = 0, x ≤ y ⇒ (z − y)− x = z − y,

5◦ x ≤ y ⇒ z − y ≤ z − x,

6◦ z − (x ∨ y) = (z − x) ∧ (z − y), z − (x ∧ y) = (z − x) ∨ (z − y),

7◦ z − (x ∨ y) = (z − x)− y, (x ∨ y)− z = (x− z) ∨ (y − z),

8◦ (x− y) ∧ z = (x ∧ z)− (y ∧ z)

for any x, y, z ∈ X.

Proof. Since x− y = x	 (x ∧ y), by the definition in (3.9), the three properties
in 1◦ follow directly from Proposition 7.

To prove the first property in 2◦ assume that

u ≤ x− y = x	 (x ∧ y) and u ≤ y − x = y 	 (x ∧ y). (3.11)

Therefore, by the first property in 1◦, we have u ≤ x, u ≤ y and, consequently,
u ≤ x ∧ y, due to (l8), (l3 and (l2). Hence u = 0, in view of (3.11) and the second
assertion in Proposition 7. Thus

(x− y) ∧ (y − x) = inf{x− y, y − x} = 0, (3.12)

as required.
To show the two remaining properties in 2◦ together with property 3◦ we use the

representations:

y = [y 	 (x ∧ y)] ∨ (x ∧ y) = (y − x) ∨ (x ∧ y), (3.13)

following from Proposition 7 and (3.9). Applying (3.13), the distributivity condition
(D) as well as the properties (l2), (l3) and (l5), we obtain

(x− y) ∧ y = (x− y) ∧ [(y − x) ∨ (x ∧ y)]

= [(x− y) ∧ (y − x)] ∨ [(x− y) ∧ (x ∧ y)] = 0,

and

(x− y) ∨ y = (x− y) ∨ (y − x) ∨ (x ∧ y)

= [(x− y) ∨ (x ∧ y)] ∨ [(y − x) ∨ (y ∧ x)] = x ∨ y,

in view of (3.12) and the two last identities in 1◦. The proof of the third property in
2◦ was given also in [9] (see the proof of Property 5 there).

To prove the assertions in 4◦ and 5◦ assume that x, y, z ∈ X and x ≤ y. We have

(z − y) ∧ x ≤ (z − y) ∧ y = 0, (3.14)
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by (l8) and the second identity in 2◦, and hence

z − y = [(z − y)− x] ∨ [(z − y) ∧ x] = (z − y)− x, (3.15)

by the third identity in 1◦. The assertions in 4◦ follow from (3.14) and (3.15).
Further, z ∧ x ≤ z ∧ y ≤ z and z− y ≤ z, according to our assumption and due to

(l6), (l8) and the first property in 1◦, so we may write

z − y = (z − y) ∧ z = [z 	 (z ∧ y)] ∧ [(z 	 (z ∧ x)) ∨ (z ∧ x)], (3.16)

in view of (l7) and Proposition 7. But, since z ∧ x ≤ z ∧ y, we have

[z 	 (z ∧ y)] ∧ (z ∧ x) = [z − (z ∧ y)] ∧ (z ∧ x) = 0,

by the first property in 4◦, already proved. Therefore, in view of the distributivity
condition (D), the equations in (3.16) yield

z − y = [z 	 (z ∧ y)] ∧ [(z 	 (z ∧ x))] = (z − y) ∧ (z − x),

which means, due to (l7), that the assertion in 5◦ is proved (see also the proof of
Property 10 in [9]).

The two assertions in 6◦ are consequences of Definition 11 and Proposition 9.
Namely, we conclude from them the identity

z − (x ∨ y) = z 	 [z ∧ (x ∨ y)] = z 	 [(z ∧ x) ∨ (z ∧ y)]

= [z 	 (z ∧ x)] ∧ [z 	 (z ∧ y)] = (z − x) ∧ (z − y),

using additionally the distributivity property (D), and the identity

z − (x ∧ y) = z 	 [z ∧ (x ∧ y)] = z 	 [(z ∧ x) ∧ (z ∧ y)]

= [z 	 (z ∧ x)] ∨ [z 	 (z ∧ y)] = (z − x) ∨ (z − y),

using here, in addition, properties (l2)− (l4).
Complete proofs of the three remaining properties formulated in 7◦ and 8◦ are

given in [9] (see Properties 13-15). �

We will need also some additional properties of the operation of difference in
B-rings.

Proposition 15. Let (X,∧,∨,	, 0) be a B-ring. Then

[(x− y) ∨ (y − x)] ∧ (x ∧ y) = 0 (3.17)

(x− y) ∧ [z − (x ∨ y)] = 0, (y − x) ∧ [z − (x ∨ y)] = 0, (3.18)

(x− y) ∧ (x ∧ y ∧ z) = 0, (y − x) ∧ (x ∧ y ∧ z) = 0 (3.19)

for any x, y, z ∈ X.
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Proof. Applying (D), (l6), (l8) and the second property in part 2◦ of Proposition
14, we get

[(x− y) ∨ (y − x)] ∧ (x ∧ y) ≤ [(x− y) ∧ y] ∨ [(y − x) ∧ x] = 0,

i.e. equality (3.17) is shown.
In view of property (l3), it remains to prove the first equalities in (3.18) and (3.19).

We have x− y ≤ x and z− (x∨ y) ≤ z−x, by the first assertion in 1◦ and by 5◦ from
Proposition 14. Therefore, using (l6) and (l2), we get

(x− y) ∧ [z − (x ∨ y)] ≤ x ∧ (z − x) = 0,

and, similarly,

(x− y) ∧ (x ∧ y ∧ z) ≤ [x− (x ∧ y)] ∧ (x ∧ y) = 0,

due to the second assertion in part 2◦ of Proposition 14. The required equalities are
proved and the proof of the proposition is completed. �

4. Properties of ∆-join-semilattices

Definition 12. We say that a 0-join-semilattice (X,∨, 0) is meet-invariant if the
following implication holds:

(Im) if inf{x, y} = 0, then inf{x ∨ z, y ∨ z} = z for any x, y, z ∈ X.

Proposition 16. Each distributive 0-lattice (X,∧,∨, 0) is meet-invariant.

Proof. Suppose that x, y ∈ X and inf{x, y} = 0. Then, from the distributivity
law (D′), we have

inf{x ∨ z, y ∨ z} = (x ∨ z) ∧ (y ∨ z) = (x ∧ y) ∨ z = z

for every z ∈ X, i.e. condition (Im) is fulfilled. �

Definition 13. We say that a 0-join-semilattice (X,∨, 0) is a ∆-join-semilattice
if it is meet-invariant and satisfies the following condition:

(∆) ∀x,y∈X ∃z∈X inf{y, z} = 0 and y ∨ z = x ∨ y.

In particular, condition (∆) in any 0-join-semilattice (X,∨, 0) yields:

(∆0) ∀x,y∈X,y≤x ∃z∈X inf{y, z} = 0 and y ∨ z = x.

Proposition 17. If (X,∨, 0) is a ∆-join-semilattice, then for every pair of
elements x, y ∈ X there exists a unique z such that the equalities in condition (∆) are
satisfied. In particular, a similar uniqueness holds in case of (∆0).
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Proof. Fix x, y ∈ X. Suppose that there exist elements z1, z2 in X satisfying
condition (∆), that is:

inf{y, zi} = 0 and y ∨ zi = x ∨ y (i = 1, 2).

Hence, by condition (Im) we have

z1 = inf{y ∨ z1, z2 ∨ z1} = inf{y ∨ z2, z1 ∨ z2} = z2,

which proves that the assertion is true. �

Definition 14. Let (X,∨, 0) be a ∆-join-semilattice and let x, y be arbitrary
elements of X. Then by a difference of x and y we mean an element z of X satisfying
the identities in (∆).

A difference of any elements x and y in an arbitrary ∆-join-semilattice (X,∨, 0)
exists and is unique (see condition (∆) and Proposition 17). We denote the difference
of elements x and y by xr y, i.e.

xr y = z if inf{y, z} = 0 and y ∨ z = x ∨ y. (4.20)

If (X,∨, 0) is a ∆-join-semilattice, then formula (4.20) determines the binary operation
r of difference in X. In particular, if y ≤ x we call x r y the proper difference of x
and y, i.e.

xr y = z (y ≤ x) if inf{y, z} = 0 and y ∨ z = x. (4.21)

Remark 4. Though the operation r of difference does not formally appear in
Definition 13 it is uniquely determined, due to conditions (∆), (Im) and Proposition
17, via formula (4.20). Therefore we will use in the sequel the notation (X,∨,r, 0) for
∆-join-semilattices, i.e. for those 0-join-semilattices (X,∨, 0) which are meet-invariant
and satisfy condition (∆).

Lemma 1. If (X,∨,r, 0) is a ∆-join-semilattice, then

xr y ≤ x (4.22)

for any x, y ∈ X.

Proof. Let z := xr y. In view of Definition 14 the element z satisfies condition
(∆), i.e. the following equalities hold:

inf{y, z} = 0 and y ∨ z = x ∨ y. (4.23)

Then, by (Im) and (4.23), we have

x = inf{y ∨ x, z ∨ x} = inf{y ∨ z, x ∨ z}. (4.24)

On the other hand, in view of (j6), we have the two relations:

z ≤ y ∨ z and z ≤ x ∨ z,
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which imply, due to (4.24), that

z ≤ inf{y ∨ z, x ∨ z} = x.

The relation (4.22) is proved. �

Lemma 2. If (X,∨,r, 0) is a ∆-join-semilattice, then x r (x r y) ≤ y for any
x, y ∈ X.

Proof. Let z := xr y and u := xr (xr y) = xr z. By Lemma 1, we have z ≤ x
and thus xr z is a proper difference. Hence, by Definition 14 (see (4.20) and (4.21)),
we obtain the equalities

inf{y, z} = 0 and y ∨ z = x ∨ y (4.25)

as well as the identities

inf{z, u} = 0 and z ∨ u = x. (4.26)

Then, in view of (4.25), (4.26), (j3) and (j5) we have

y ∨ z = x ∨ y = (z ∨ u) ∨ y = (y ∨ z) ∨ u.

Hence, by (j7), we get u ≤ y ∨ z. On the other hand, we have u ≤ u∨ y, by (j6). The
last two relations, the first equality in (4.26) and condition (Im) imply

u ≤ inf{z ∨ y, u ∨ y} = y

and the assertion is shown. �

Lemma 3. Let (X,∨,r, 0) be a ∆-join-semilattice and x, y, u ∈ X. If u ≤ x ∨ y
and inf{x, u} = 0, then u ≤ y.

Proof. Since u ≤ x ∨ y and u ≤ u ∨ y, by (j6), we have

u ≤ inf{x ∨ y, u ∨ y} = y

in view of condition (Im) and the assumption that inf{x, u} = 0. �

Lemma 4. Let (X,∨,r, 0) be a ∆-join-semilattice and x, y, u ∈ X. If u ≤ x and
u ≤ y, then inf{u, xr y} = 0.

Proof. Let z := xr y. In view of Definition 14, the element z satisfies condition
(∆), i.e. the following equalities hold:

inf{y, z} = 0 and y ∨ z = x ∨ y. (4.27)

Let u ≤ x, u ≤ y and let v ≤ u, v ≤ xr y = z. Since v ≤ u ≤ y and v ≤ z, we have

v ≤ inf{y, z} = 0,

by (4.27). Hence v = 0. Consequently, inf{u, xr y} = 0. �



50 A. Dadej and K. Halik

Lemma 5. Let (X,∨,r, 0) be a ∆-join-semilattice and x, y, u ∈ X. If u ≤ x and
u ≤ y, then u ≤ xr (xr y).

Proof. Let y1 := xr y and z1 := xr (xr y). By Lemma 1, we have y1 ≤ x, so
xr y1 is a proper difference. By Definition 14 (see (4.21)), we get

inf{y1, z1} = 0 and y1 ∨ z1 = x. (4.28)

Since u ≤ x, we have

u ≤ y1 ∨ z1, (4.29)

due to the second equality in (4.28). Since u ≤ x and u ≤ y, we have

inf{u, y1} = inf{u, xr y} = 0 (4.30)

in view of Lemma 4. Hence, by Lemma 3, conditions (4.29) and (4.30) imply

u ≤ z1 = xr (xr y). �

Proposition 18. Let (X,∨,r, 0) be a ∆-join-semilattice. Then

inf{x, y} = xr (xr y) ∈ X, (4.31)

i.e. inf{x, y} exists in X for any x, y ∈ X. Moreover, if ∧ is a binary operation on
X given by

x ∧ y := inf{x, y} for x, y ∈ X, (4.32)

then (X,∧,∨, 0) is a 0-lattice satisfying conditions (R) and (Im).

Proof. Fix arbitrarily x, y ∈ X. In view of Lemma 1 and 2, we have

xr (xr y) ≤ x and xr (xr y) ≤ y,

so x r (x r y) is a lower bound of elements x, y. Due to Lemma 5, the element
xr(xry) is the greatest lower bound of elements x, y, which means that the equality
in (4.31) holds and so inf{x, y} exists in X.

Consequently, formula (4.32) well defines the binary operation ∧ on X and
(X,∧,∨, 0) is a 0-lattice which satisfies condition (R). The latter results from the
fact that (R) is an equivalent form of condition (∆0) which is a particular case of
condition (∆), assumed for the given ∆-join-semilattice (X,∨,r, 0).

Remark 5. Notice that condition (Im) can be now expressed in the following
equivalent form:

(I ′m) (x ∨ z) ∧ (y ∨ z) = z, whenever x ∧ y = 0 for any x, y, z ∈ X.



On duality in Boolean systems 51

Proposition 19. Let (X,∨,r, 0) be a ∆-join-semilattice. Then the binary
operation ∧ given by (4.32) is distributive, i.e.

(x ∨ z) ∧ (y ∨ z) = (x ∧ y) ∨ z (4.33)

for arbitrary x, y, z ∈ X. Consequently (X,∧,∨,	, 0) is a B-ring, where the partial
binary operation 	 is given by

x	 y := xr y

for arbitrary x, y ∈ X such that y ≤ x.

Proof. Let x, y, z be arbitrary elements of X and denote

u := x ∧ y. (4.34)

By (4.31) and (4.32) in Proposition 18, it follows that u ∈ X. Clearly, we have

u ≤ x, u ≤ y, xr u ≤ x, y r u ≤ y, (4.35)

where xr u and y r u are proper differences, by (4.34) and Lemma 1. Moreover,

inf{u, xr u} = 0 = inf{u, y r u}, (4.36)

by the first equality in (∆0).
To prove the identity

inf{xr u, y r u} = 0 (4.37)

suppose that v ≤ xr u and v ≤ y r u. Hence, by the last two relations in (4.35), we
have v ≤ x and v ≤ y, so v ≤ inf{x, y} = u, in view of (4.34). But then (4.36) implies
that v = 0, which proves equality (4.37).

On the other hand, by the second equality in (∆0), we have

x = u ∨ (xr u) and y = u ∨ (y r u). (4.38)

Hence, by (4.38), (4.37) and (Im), we have

(x ∨ z) ∧ (y ∨ z) = [(xr u) ∨ (u ∨ z)] ∧ [(y r u) ∨ (u ∨ z)]
= u ∨ z = (x ∧ y) ∨ z,

according to (j3), (j5) and the notation in (4.34), i.e. the distributivity law (4.33) is
proved. �

5. Duality theorems

Theorem 3. Assume that (X,∨,r, 0) is a ∆-join-semilattice, where the bi-
nary operation r is given by (4.20), according to conditions (Im) and (∆). Then
(X,∧,∨,	, 0) is a B-ring with the binary lattice operation ∧, given by

x ∧ y := inf{x, y} = xr (xr y) for x, y ∈ X,
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and the partial binary operation 	 of proper difference, given by

x	 y := xr y for x, y ∈ X, y ≤ x.

Conversely, assume that (X,∧,∨,	, 0) is a B-ring, where the partial binary op-
eration 	 of proper difference is given by (3.3), according to condition (R). Then
(X,∨,r, 0) is a ∆-join-semilattice with the binary operation r given, according to
(Im), (∆) and (4.20), by

xr y := x	 (x ∧ y) for x, y ∈ X.

Proof. That a given ∆-join-semilattice (X,∨,r, 0) is a B-ring follows directly
from Propositions 18 and 19.

To show the second part of the assertion it suffices to notice that conditions (Im)
and (∆) in a given B-ring (X,∧,∨,	, 0) follow from Propositions 16 and 12, respec-
tively, because the extension (R) of condition (R) is an equivalent form of condition
(∆).

The proof of Theorem 3 is completed. �

Definition 15. By an algebraic ring (X,+, ·) we mean a nonempty set X endowed
with two binary operations: + (addition) and · (multiplication) such that (X,+) is
an Abelian group and the multiplication is associative and distributive with respect
to the addition. By a commutative ring we mean an algebraic ring (X,+, ·) in which
the operation · is commutative.

Definition 16. By a Boolean ring we mean an algebraic ring (X,+, ·) in which
the operation · of the multiplication is idempotent, i.e. x2 = x for every x ∈ X. By
a Boolean ring with unit we mean a Boolean ring in which there is a unique neutral
element of the multiplication.

Remark6. It follows from Lemma 8 below that every Boolean ring is commutative.

Let (X,∧,∨,	, 0) be a B-ring. Define in (X,∧,∨,	, 0) the two binary operations
+ and · as follows:

x+ y := (x ∨ y)	 (x ∧ y) = (x ∨ y)− (x ∧ y) (5.39)

and
x · y := x ∧ y. (5.40)

for arbitrary x, y ∈ X.

Remark 7. In any B-ring (X,∧,∨,	, 0), the binary operation + on X can be
defined in two ways by formula (5.39), because x ∧ y ≤ x ∨ y and thus the difference
u − v and the proper difference u 	 v of u := x ∨ y and v := x ∧ y coincide, by
Proposition 12, for any x, y ∈ X.
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Due to our extension in Definition 11 of the partial binary operation 	 of proper
difference to the binary operation − of difference in B-rings, the above definition
of the operation + can be expressed in an equivalent form, given by formula (5.41)
below. In fact, it follows from Proposition 20 proved below that formulae (5.39) and
(5.41) stand for two equivalent definition of the binary operation +.

Formulae (5.39) and (5.41) correspond to the known representations of symmetric
difference of two sets.

Proposition 20. Let (X,∧,∨,	, 0) be a B-ring. Then

x+ y = (x− y) ∨ (y − x) (5.41)

for arbitrary x, y ∈ X, where x+ y is given by formula (5.39).

Proof. Fix x, y ∈ X and put z := (x − y) ∨ (y − x). We have to prove that z
coincides with x+ y, i.e. that z = a	 b, where a := x ∨ y and b := x ∧ y. According
to Definition 7 and Remark 2 it suffices to verify that the respective equations in
condition (R) hold, i.e. we have the following identities: z ∧ b = 0 and z ∨ b = a. But
they have been already proved in Proposition 15 in the form of (3.17) and in part 3◦

of Proposition 14. �

Now we will show some properties of a B-ring needed in the proof of Theorem 4.

Lemma 6. Let (X,∧,∨,	, 0) be a B-ring. Then

z − (x+ y) = [z − (x ∨ z)] ∨ (x ∧ y ∧ z) (5.42)

for arbitrary x, y, z ∈ X, where x+ y is given by formula (5.39).

Proof. We will use in the proof condition (R), a generalization of condition (R)
proved in Proposition 12.

Fix x, y, z ∈ X and denote a := x− y and b := y − x, i.e.

x+ y = a ∨ b, (5.43)

due to Proposition 20.
According to Proposition 12 it is enough to show the two equalities:

(x+ y) ∧ c = 0 and (x+ y) ∨ c = (x+ y) ∨ z, (5.44)

where
c := [z − (x ∨ y)] ∨ (x ∧ y ∧ z).

Using definition (5.39) of x+ y, we get

(x+ y) ∧ [z − (x ∨ y)] = 0, (5.45)

in view of the distributivity law (D) as well as both equalities in (3.18), proved in
Proposition 15. In a similar way the equalities in (3.19) imply that

(x+ y) ∧ (x ∧ y ∧ z) = 0. (5.46)
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From (5.45) and (5.46) again using (D), we obtain the first equality in (5.44).
To prove the second equality in (5.44), notice first that

(x+ y) ∨ c ≤ (x+ y) ∨ z, (5.47)

since z − (x ∨ y) ≤ z and x ∧ y ∧ z ≤ z, by part 1◦ of Proposition 14 and (l6).
On the other hand, we have

x ∨ y = a ∨ b ∨ (x ∧ y), a ∧ z ≤ a, b ∧ z ≤ b, (5.48)

by property 3◦ in Proposition 14 and (l6). In view of (5.48) and (D), we have

(x ∨ y) ∧ z ≤ [(a ∨ b) ∨ (x ∧ y)] ∧ z ≤ (a ∨ b) ∨ (x ∧ y ∧ z)
= (x+ y) ∨ (x ∧ y ∧ z),

according to (l8) and our notation (5.43). Hence, by the third identity in part 1◦ in
Proposition 14, we have

z = [z ∧ (x ∨ y)] ∨ [z − (x ∨ y)]

≤ (x+ y) ∨ (x ∧ y ∧ z) ∨ [z − (x ∨ y)] = (x+ y) ∨ c

and consequently,

(x+ y) ∨ z ≤ (x+ y) ∨ c, (5.49)

by (l2) and (l8). Now the second identity in (5.44) follows from relations (5.47) and
(5.49). �

Lemma 7. Let (X,∧,∨,	, 0) be a B-ring. Then

(x+ y) + z = x+ (y + z) (5.50)

for arbitrary x, y, z ∈ X.

Proof. By Proposition 20 and both identities in 7◦ in Proposition 14, we have

(x+ y)− z = [(x− y) ∨ (y − x)]− z
= [(x− y)− z] ∨ [(y − x)− z]
= [x− (y ∨ z)] ∨ [y − (x ∨ z)]

and thus, by (5.41) and (5.42), we obtain

(x+ y) + z = [(x+ y)− z] ∨ [z − (x+ y)]

= [x− (y ∨ z)] ∨ [y − (x ∨ z)]
∨ [z − (x ∨ y)] ∨ (x ∧ y ∧ z) (5.51)

for arbitrary x, y, z ∈ X.
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Replacing x by y, y by z and z by x in (5.51), we get

(y + z) + x = [y − (z ∨ x)] ∨ [z − (y ∨ x)] ∨ [x− (y ∨ z)]
∨ (y ∧ z ∧ x). (5.52)

We see that the right hand sides of (5.51) and (5.52) coincide due to (l3)-(l5), and
hence (5.50) is true for all x, y, z ∈ X. �

We will prove the following theorem:

Theorem 4. If (X,∧,∨,	, 0) is a B-ring, then (X,+, ·) is a Boolean ring with
the operations + and · given by (5.39) and (5.40), i.e.

x+ y := (x ∨ y)	 (x ∧ y) = (x ∨ y)− (x ∧ y)

and
x · y := x ∧ y.

for all x, y ∈ X and the neutral element of the operation + in (X,+, ·) coincides with
the above 0, the order zero in (X,∧,∨,	, 0).

Proof. Let (X,∧,∨,	, 0) be a given B-ring. By (5.41) and (l3), we have x+ y =
y + x for x, y ∈ X, i.e. the operation + is commutative and its associativity was
proved in Lemma 7.

In view of (5.39) and (l0), we get

x+ 0 = (x ∨ 0)	 (x ∧ 0) = x	 0 = x for x ∈ X,

by the first equality in (3.10) in Proposition 13. Hence, the element 0 = inf X from
the given B-ring is the neutral element (the unique 0 satisfying x + 0 = x for all
x ∈ X) of the operation + of addition. By equality (5.41) in Proposition 20 and by
the second equality in (3.10) in Proposition 13, we have

x+ x = (x− x) ∨ (x− x) = 0 ∨ 0 = 0 for x ∈ X,

due to (l0) or (l2), i.e. every element x is the inverse to itself, with respect to the
operation + of addition in (X,+, ·).

In view of (l3), we have

x · y = x ∧ y = y ∧ x = y · x for x, y ∈ X,

i.e. the multiplication · is commutative in (X,+, ·). We have

x · x = x ∧ x = x for x ∈ X,

by (l2), so the multiplication · is idempotent in (X,+, ·). Moreover, by (l4), we get

(x · y) · z = (x ∧ y) ∧ z = x ∧ (y ∧ z) = x · (y · z) for x, y, z ∈ X,
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which proves that the multiplication · is associative in (X,+, ·).
In view of Proposition 20, part 8◦ of Proposition 14 and (D), we get

x · z + y · z = [(x ∧ z)− (y ∧ z)] ∨ [(y ∧ z)− (x ∧ z)]
= [(x− y) ∧ z] ∨ [(y − x) ∧ z]
= [(x− y) ∨ (y − x)] ∧ z = (x+ y) · z

for arbitrary x, y, z ∈ X. The last equality implies that the operation + of addition
is distributive with respect to the operation · of multiplication.

The proof is completed. �

The following assertion follows directly from Theorems 3 and 4.

Theorem 5. If (X,∨,r, 0) is a ∆-join-semilattice, then (X,+, ·) is a Boolean
ring with + and · given by

x+ y := (x ∨ y) r [xr (xr y)] and x · y := xr (xr y)

for all x, y ∈ X and the neutral element of the operation + in (X,+, ·) coincides with
the above 0, the order zero in (X,∨,r, 0).

Now assume that (X,+, ·) is a Boolean ring (with the neutral element 0 of the
operation + of addition) and define in X the relation ≤ in the following way:

x ≤ y :⇔ x · y = x. (5.53)

We will prove that (X,≤) is a poset, satisfying conditions (L) and (L0), i.e. a 0-lattice
with the lattice operations ∧ and ∨ defined as in Definition 3:

x ∧ y := inf{x, y} and x ∨ y := sup{x, y} for x, y ∈ X, (5.54)

with
0 = inf X, (5.55)

where 0 is the mentioned above neutral element of the operation + in the Boolean
ring (X,+, ·). Moreover, we will show that this 0-lattice is distributive and satisfies
condition (R), i.e. it is a B-ring, with the partial binary operation 	 of proper
difference introduced according to Definition 7, and the identities

x ∧ y = x · y and x ∨ y = x+ y + x · y (5.56)

are satisfied for all x, y ∈ X.

We recall certain algebraic properties of groups and Boolean rings that we need
in the proof of Theorem 6.

Lemma 8. If (X,+) is a group, then x+ y = x implies y = 0 for any x, y ∈ X.
If (X,+, ·) is a Boolean ring, then it is commutative and x+ x = 0 for every x ∈ X.
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Proof. In a given group (X,+), fix elements x and y such that x+ y = x. Then

y = 0 + y = ((−x) + x) + y = (−x) + (x+ y) = (−x) + x = 0,

which proves the first part of the lemma.
Since in a given Boolean ring (X,+, ·) the multiplication is idempotent, we have

x+ y = (x+ y)2 = x2 + y · x+ x · y + y2 = x+ y + y · x+ x · y

for arbitrary x, y ∈ X and hence, by the first part of the lemma,

y · x+ x · y = 0 for x, y ∈ X. (5.57)

Putting y = x in (5.57), we get 0 = x2 + x2 = x + x for each x ∈ X, which means
that the last part of the lemma is true. Hence, by (5.57),

y · x = −x · y = x · y for x, y ∈ X,

which shows that the ring (X,+, ·) is commutative, as stated in the middle part of
the lemma. Thus the proof is completed. �

Theorem 6. If (X,+, ·) is a Boolean ring, then (X,∧,∨,	, 0) is a B-ring in a
poset (X,≤), where ≤ is defined by (5.53), the lattice operations ∧ and ∨ are given by
(5.54), the order zero 0 coincides with the neutral element of the addition in (X,+, ·)
and the operation 	, determined by condition (R), is given by

x	 y := x+ y for x, y ∈ X suchthat y ≤ x.

Moreover, the lattice operations ∧ and ∨ defined in (5.54) are connected with the ring
operations + and · in the given (X,+, ·) by means of formulae in (5.56).

Proof. Let (X,+, ·) be a Boolean ring. We start with proving that the relation
≤ defined in (5.53) is a partial order, i.e. (X,≤) is a poset. In the proof of this fact
as well as of properties of the operations + and · defined by (5.54) we will often apply
the definition of ≤ given in (5.53).

By the assumption, we have x2 = x and so x ≤ x for any x ∈ X, in view of (5.53).
If x ≤ y and y ≤ x, then x · y = x and y · x = y, according to (5.53), so x = y for
any x, y ∈ X. Assume that x ≤ y and y ≤ z for given x, y, z ∈ X. By (5.53), we have
x · y = x and y · z = y, so

x · z = (x · y) · z = x · (y · z) = x · y = x,

which means that x ≤ z, in view of (5.53) again. Consequently, (X,≤) is a poset.
If 0 denotes the neutral element of the addition + in the given Boolean ring, then

0 · x = 0 and so, by (5.53), we have 0 ≤ x for any x ∈ X. On the other hand, fix
a ∈ X such that a ≤ x and so a · x = a for all x ∈ X, due to (5.53). In particular,
we have a = a · 0 = 0. Hence 0 is the greatest lower bound of X and equality (5.55)
holds.
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Fix arbitrarily x, y ∈ X and denote

u := x+ y + x · y and v := x · y. (5.58)

By associativity, commutativity and idempotency of the operation · of multiplica-
tion, we get

v · x = (x · y) · x = x2 · y = x · y = v and v · y = x · y2 = x · y = v,

i.e. v ≤ x and v ≤ y, according to (5.53). But if a ≤ x and a ≤ y, i.e. a · x = a and
a · y = a, then we obtain

a · v = a2 · (x · y) = (a · x) · (a · y) = a · a = a,

due to the mentioned properties again, which means that a ≤ v, according to (5.53).
This shows that inf{x, y} = v ∈ X.

Now, applying distributivity of + with respect to · and other properties of these
operations, we obtain

x · u = x2 + x · y + x2 · y = x+ x · y + x · y = x

and
y · u = x · y + y2 + x · y2 = y + x · y + x · y = y,

in view of Lemma 8. Hence, by (5.53), we have

x ≤ u and y ≤ u. (5.59)

On the other hand, if x ≤ a and y ≤ a, then x · a = x and y · a = y, so

a · u = a · x+ a · y + (a · x) · y = x+ y + x · y = u,

i.e. u ≤ a, again due to (5.53). This and (5.59) mean that sup{x, y} = u ∈ X.
We have thus shown that inf{x, y} and sup{x, y} exist in X and moreover, accord-

ing to the notation introduced in (5.54) and (5.58), the equalities in (5.56) hold for
all x, y ∈ X. Consequently, the poset (X,≤) is a 0-lattice with the lattice operations
∧ and ∨, given by (5.54) and (5.56), and the order zero equal to the neutral element
0 of the operation + of additivity in (X,+, ·). We may denote it now by (X,∧,∨, 0).
In view of (5.56) and properties of the operations + and · in (X,+, ·), we have

x ∧ (y ∨ z) = x · (y + z + y · z) = x · y + x · z + x · y · z
= x · y + x · z + (x · y) · (x · z) = (x ∧ y) ∨ (x ∧ z)

for arbitrary x, y, z ∈ X, which proves that the 0-lattice (X,∧,∨, 0) is distributive.
Fix now elements x, y ∈ X such that y ≤ x and put z := x+y. By (5.56), Lemma

8 and properties of the operations + and · in (X,+, ·), we get

z ∧ y = z · y = (x+ y) · y = x · y + y2 = y + y = 0,
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and

z ∨ y = (x+ y) + y + (x+ y) · y = x+ (y + y) + x · y + y2

= x+ (y + y) + (y + y) = x,

which means that z satisfies the equalities in condition (R). Consequently the 0-
lattice (X,∧,∨, 0) is a B-ring in which the operation 	 is defined by x	y = z, where
z := x+ y for any x, y ∈ X such that y ≤ x. �

Theorems 3 and 6 imply the following assertion:

Theorem 7. If (X,+, ·) is a Boolean ring, then (X,∨,r, 0) is a ∆-join-semilattice
in a poset (X,≤), where ≤ is defined by (5.53), the operation ∨ is given by

x ∨ y := x+ y + x · y for x, y ∈ X,

the order zero 0 coincides with the neutral element of the addition in (X,+, ·) and the
binary operation r, determined by conditions (∆) and (Im), is given by

xr y := x+ x · y for x, y ∈ X.

Remark 8. Notice that in Theorems 4 and 5 we do not assume that the order
unit 1 = supX exists in (X,≤); consequently, the algebraic ring (X,+, ·) in the asser-
tions may not contain a unit, a neutral element of the operation · of multiplication.
Similarly, in Theorems 6 and 7 we do not assume that the algebraic ring (X,+, ·) con-
tains a neutral element of the multiplication · and, consequently, the order unit supX
may not exist in (X,≤). Adding the respective assumptions we get the respective
particular cases of the above theorems.
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[14] D. Dorninger, H. Länger, M. Ma̧czyński, Concepts of measures on ring-like quan-
tum logics, Rep. Math. Phys. 47 (2001), 167-176.
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[26] A. Kamiński, On the Rényi theory of conditional probabilities, Studia Math. 79
(1984), 151-191.
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1. Introduction

Let H denote the class of analytic functions in the unit disc D = {z : |z| < 1}
on the complex plane C. Let A denote the class of all functions f ∈ H normalized
by f(0) = 0, f ′(0) = 1. Let S be the subclass of A whose members are univalent in
D. Recall that a set E ⊂ C is said to be starlike with respect to a point w0 ∈ E if
and only if the linear segment joining w0 to every other point w ∈ E lies entirely in
E, while a set E is said to be convex if and only if it is starlike with respect to each
of its points, that is if and only if the linear segment joining any two points of E lies
entirely in E. The set of all functions f ∈ A that are starlike univalent in D will be
denoted by S∗. The set of all functions f ∈ A that are convex univalent in D by K.
Robertson introduced in [6] the classes S∗(α), K(α) of starlike and convex functions
of order α ≤ 1, which are defined by

S∗(α) :=

{
f ∈ A : Re

{
zf ′(z)

f(z)

}
> α, for all z ∈ D

}
, (1.1)

K(α) :=

{
f ∈ A : Re

{
1 +

zf ′′(z)

f ′(z)

}
> α, for all z ∈ D

}
. (1.2)
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If α ∈ [0; 1), then a function in either of these sets is univalent, if α < 0 it may fail to
be univalent. In particular we denote S∗(0) = S∗, K(0) = K. For functions f, g ∈ H
given by

f(z) =

∞∑
n=1

anz
n, g(z) =

∞∑
n=1

bnz
n; (|z| < 1), (1.3)

their Hadamard product (or convolution) is defined by:

(f ∗ g)(z) =

∞∑
n=1

anbnz
n; (|z| < 1). (1.4)

For a function g ∈ H we define the subclass S∗(g; a, b, λ) of functions f ∈ H
satisfying the condition:∣∣∣∣zλ(f ∗ g)′(z)

(f ∗ g)λ(z)
− a
∣∣∣∣ < b; (z ∈ D, |a− 1| < b ≤ a, λ ≥ 1), (1.5)

such that (f ∗ g)(z) 6= 0. If f ∈ A, g(z) = z/(1 − z) (|z| < 1) and λ = 1 we have
(f ∗ g)(z) = f(z) and so:

S∗(g; a, b, λ) = S∗0 (a, b) =

{
f ∈ A :

∣∣∣∣zf ′(z)f(z)
− a
∣∣∣∣ < b, z ∈ D, |a− 1| < b ≤ a

}
,

where the class S∗0 (a, b) was introduced and studied by Jakubowski in 1972 (see [4]).
Note that

S∗0 (a, b) ⊆ S∗0 (a− b) ⊆ S∗(0) = S∗ ⊆ S.

Recently Deniz, Raducanu and Orhan [2] defined the following general integral
operator:

Fα,β(z) =

{
β

∫ z

0

tβ−1
n∏
i=1

(
(fi ∗ gi)(t)
hi(t)

)αi
dt

} 1
β

; (αi, β ∈ C, z ∈ D), (1.6)

where fi, gi, hi ∈ A, Re(β) > 0, α = (α1, . . . , αn) and (fi ∗ gi)(z)/hi(z) 6= 0. Note
that all powers in (1.6) are principal ones.

Using the convolution, we introduce the following integral operator:

Gα,β(z) =

∫ z

0

n∏
i=1

((fi ∗ gi)′(t))αi
(

(fi ∗ gi)(t)
hi(t)

)βi
dt; (αi, βi ∈ C, z ∈ D), (1.7)

where α = (α1, . . . , αn), β = (β1, . . . , βn) and (fi ∗ gi)(z)/hi(z) 6= 0.

Remark 1.1 It is useful to see that the integral operators Fα,β(z) andGα,β(z) extend
some operators defined by many authors, for example:
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1) If f1 = . . . = fn = f , g1 = . . . = gn = z/(1 − z), h1 = . . . = hn = z,
α1 = . . . = αn = α, β1 = . . . = βn = β and n = 1, then we obtain the following
integral operators:

Fα,β(z) =

{
β

∫ z

0

tβ−1
(
f(t)

t

)α
dt

} 1
β

and

Gα,β(z) =

∫ z

0

(f ′(t))α
(
f(t)

t

)β
dt.

2) For g1 = . . . = gn = z
(1−z)2 , h1 = . . . = hn = z, we obtain the integral

operators:

Fα,β(z) =

{
β

∫ z

0

tβ−1
n∏
i=1

(f ′i(t))
αidt

} 1
β

and

Gα,β(z) =

∫ z

0

n∏
i=1

(f ′i(t) + tf ′′i (t))αi(f ′i(t))
βidt.

In this paper we give new sufficient conditions for the operators Fα,β(z) and
Gα,β(z) to be univalent in D, where the functions fi belong to the class S∗(gi; ai, bi, λi)
for all i = 1, . . . , n. In order to get our main results we will use the following lemmas,
so we recall them here.

Lemma 1.1 [5] Let β ∈ C with Re(β) > 0. If f ∈ A satisfies:

1− |z|2Re(β)

Re(β)

∣∣∣∣zf ′′(z)f ′(z)

∣∣∣∣ ≤ 1, (z ∈ D),

then the function

Fβ(z) =

{
β

∫ z

0

tβ−1f ′(t)dt

} 1
β

(1.8)

is univalent in D.

2. Main Results

Using the previous lemmas, we state and prove the following:

Theorem 2.1 Let fi ∈ S∗(gi; ai, bi, λi), gi, hi ∈ A for all i = 1, . . . , n and let |(fi ∗
gi)(z)| < M for all z ∈ D and M > 0. Assume also that |zh′i(z)/hi(z)| ≤ 1. If
c ∈ C \ {−1} and β with Re(β) > 0

Re(β) ≥

(
n∑
i=1

|αi|
(
1 + (ai + bi)M

λi−1
))

, (αi ∈ C),

then the function defined by (1.6) is univalent in D.
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Proof. Define the function:

φ(z) =

∫ z

0

n∏
i=1

(
(fi ∗ gi)(t)
hi(t)

)αi
dt, (αi ∈ C, z ∈ D).

Then we have φ(0) = 0, φ′(0) = 1 and:

φ′(z) =

n∏
i=1

(
(fi ∗ gi)(z)
hi(z)

)αi
, (2.1)

also φ(z) is analytic in D. From (2.1) we obtain:

zφ′′(z)

φ′(z)
=

n∑
i=1

αi

(
z(fi ∗ gi)′(z)
(fi ∗ gi)(z)

− zh′i(z)

hi(z)

)
, (z ∈ D). (2.2)

Since fi ∈ S∗(gi; ai, bi, λi) and |(fi ∗ gi)(z)| < M , by the well-known Schwarz
lemma in complex analysis, we see that:∣∣∣∣zφ′′(z)φ′(z)

∣∣∣∣ =

∣∣∣∣∣
n∑
i=1

αi

(
z(fi ∗ gi)′(z)
(fi ∗ gi)(z)

− zh′i(z)

hi(z)

)∣∣∣∣∣
≤

n∑
i=1

|αi|

(∣∣∣∣zλi(fi ∗ gi)′(z)(fi ∗ gi)λi(z)

∣∣∣∣ ∣∣∣∣ (fi ∗ gi)(z)z

∣∣∣∣λi−1 +

∣∣∣∣zh′i(z)hi(z)

∣∣∣∣
)

≤
n∑
i=1

|αi|
(
1 + (ai + bi)M

λi−1
)
.

Now the last inequality shows that:

1− |z|2Re(β)

Re(β)

∣∣∣∣zφ′′(z)φ′(z)

∣∣∣∣ ≤ 1

Re(β)

∣∣∣∣zφ′′(z)φ′(z)

∣∣∣∣
≤ 1

Re(β)

(
n∑
i=1

|αi|
(
1 + (ai + bi)M

λi−1
))

≤ 1.

Applying Lemma 1.1 for the function φ(z), we conclude that Fα,β(z) ∈ S.
Letting a1 = b1 = n = λ1, f1 = f, g1 = z/(1− z)2 and h1(z) = z in Theorem 2.1,

we obtain the following result.

Corollary 2.1 Let f ∈ A, |f(z)| < M for all z ∈ D and |zf ′i(z)/fi(z)| ≤ 1. If
α, β ∈ C with Re(β) ≥ 3|α| > 0, then the function:

Fα,β(z) =

{
β

∫ z

0

tβ−1(f ′(t))
α

dt

} 1
β

,

is univalent in D.
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We next give some sufficient conditions for the operator Gα,β(z) to be univalent
in D.

Theorem 2.2 Let for i = 1, . . . , n, gi, hi ∈ A, fi ∈ A ∩ S∗(gi; ai, bi, λi) and:

|(fi ∗ gi)(z)| < M ; (z ∈ D,M > 0).

If f ′i ∈ S∗(gi(z)/z; a′i, b′i, 1) and |zh′i(z)/hi(z)| ≤ 1 for all z ∈ D, i = 1, . . . , n, also:

n∑
i=1

|αi|(a′i + b′i) + |βi|
(
1 + (ai + bi)M

λi−1
)
≤ 1,

then the function Gα,β(z) defined by (1.7) is univalent in D.

Proof. Define the function φ(z) by:

φ(z) = Gα,β(z) =

∫ z

0

n∏
i=1

((fi ∗ gi)′(t))αi
(

(fi ∗ gi)(t)
hi(t)

)βi
dt; (αi, βi ∈ C, z ∈ D),

then we have:

φ′(z) =

n∏
i=1

((fi ∗ gi)′(z))αi
(

(fi ∗ gi)(z)
hi(z)

)βi
,

φ(0) = 0, φ′(0) = 1 and φ(z) is analytic in D. Differentiating logaritmically from
φ′(z), we obtain:

zφ′′(z)

φ′(z)
=

n∑
i=1

αi
z(fi ∗ gi)′′(z)
(fi ∗ gi)′(z)

+ βi

(
z(fi ∗ gi)′(z)
(fi ∗ gi)(z)

− zh′i(z)

hi(z)

)
.

Because fi, gi ∈ A, we see that:

(fi ∗ gi)′′(z)
(fi ∗ gi)′(z)

=
(f ′i ∗ (gi/z))

′(z)

(f ′i ∗ (gi/z))(z)
.

Now, by suppositions of theorem, we find that:∣∣∣∣zφ′′(z)φ′(z)

∣∣∣∣ ≤ n∑
i=1

{
|αi|

∣∣∣∣z(f ′i ∗ (gi/z))
′(z)

(f ′i ∗ (gi/z))(z)

∣∣∣∣+
+ |βi|

(∣∣∣∣zλi(fi ∗ gi)′(z)(fi ∗ gi)λi(z)

∣∣∣∣ . ∣∣∣∣ (fi ∗ gi)(z)z

∣∣∣∣λi−1 +

∣∣∣∣zh′i(z)hi(z)

∣∣∣∣
)}

≤
n∑
i=1

|αi|(a′i + b′i) + |βi|
(
1 + (ai + bi)M

λi−1
)
.

Using Lemma 1.1 and the last inequality, we conclude that Gα,β(z) ∈ S.
Taking ai = bi = λi = a′i = b′i = 1, fi = f, gi = z/(1 − z)2 and hi(z) = z for

i = 1, . . . , n, in Theorem 2.2, we obtain the following result.
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Corollary 2.2 Let f ∈ A, |zf ′′(z)/f ′(z)| < 1 and |zf ′(z)| < M with M > 0 for all
z ∈ D. If: ∣∣∣∣z(2f ′′ + zf ′′′)

f ′ + zf ′′
− 1

∣∣∣∣ < 1 (z ∈ D),

and
∑n
i=1 2|αi|+ 3|βi| ≤ 1, for αi, βi ∈ C, then the function:

Gα,β(z) =

∫ z

0

(f ′(t) + tf ′′(t))nαi(f ′(t))nβidt,

is univalent in D.

Proof. Because gi(z) = z
(1−z)2 = g(z), it is easy to see that, (f ∗ g)(z) = zf ′(z), also

f ′ ∈ S∗(g(z)/z; 1, 1, 1) if and only if:∣∣∣∣z(2f ′′ + zf ′′′)

f ′ + zf ′′
− 1

∣∣∣∣ < 1.

This completes the proof.

Using the proof of theorem (2.2), we obtain another result:

Corollary 2.3 Suppose all conditions of Theorem 2.2 are satisfied, then the function
Gα,β(z) defined by (1.7) is in K(γ), where:

γ = 1−
n∑
i=1

|αi|(a′i + b′i) + |βi|
(
1 + (ai + bi)M

λi−1
)
.
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1. Introduction

Let A denote the class of analytic functions of the form

f(z) = z +

∞∑
k=2

akz
k, (1.1)

which are analytic in the open unit disk U = {z ∈ C : |z| < 1} . Let S∗(α) and
K(α)(0 ≤ α < 1) denote the subclasses of A that consists, respectively, of starlike of
order α and convex of order α in the disk U. It is well known that S∗(α) ⊂ S∗(0) = S∗
and K(α) = K(0) = K.

If f(z) and g(z) are analytic in U, we say that f(z)is subordinate to g(z), written
f(z) ≺ g(z) if there exists a Schwarz function ω, which by definition is analytic in U
with ω(0) = 0 and |ω(z)| < 1, such that f(z) = g(ω(z)), for all z ∈ U. Furthermore,
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if the function g(z) is univalent in U, then we have the following equivalence :
f(z) ≺ g(z)⇐⇒ f(0) = g(0) and f(U) ⊂ g(U).

For the fucntion f(z) given by (1.1) and g(z) given by

g(z) = z +

∞∑
k=2

bkz
k (1.2)

the Hadmard product or convolution of f(z) and g(z) is defined by

(f ∗ g)(z) = z +

∞∑
k=2

akbkz
k = (g ∗ f)(z) (1.3)

Making use of principle of subordination between analytic functions. We introduce
the subclasses S∗[λ, φ] and K[λ, φ] of the class A for −1 ≤ λ ≤ 1 which are defined
by

S∗[λ, φ] =

{
f ∈ A :

zf ′(z)

[(1− λ)f(z) + λzf ′(z)]
≺ φ(z) (z ∈ U)

}
(1.4)

and

K[λ, φ] =

{
f ∈ A :

zf ′′(z) + f ′(z)

[f ′(z) + λzf ′′(z)]
≺ φ(z) (z ∈ U)

}
(1.5)

For complex parameters a1, ..., aq; b1, ..., bs(bj 6∈ Z−0 = {0,−1,−2, ...} ; j = 1, ..., s),
we define the generalized hypergeometric function qFs(a1, ..., ai, ..., aq; b1, ..., bs; z) by
[12] the following infinite series:

qFs(a1, ..., ai, ..., aq; b1, ..., bs; z) =

∞∑
k=0

(a1)k...(aq)k
(b1)k...(bs)k

zk

k!
(1.6)

(q ≤ s+ 1; q, s ∈ N0 = N ∪ {0} ; z ∈ U),

where (α)k is Pochhammer symbol defined by

(α)k =

{
1 for k = 0
α(α+ 1). . .(α+ k − 1) for k ∈ N

Dziok and Srivastava [4] considered a linear operator H(a1, ..., aq; b1, ..., bs) : A → A
defined by the following Hadamard product:

H(a1, ..., aq; b1, ..., bs)f(z) = h(a1, ..., aq; b1, ..., bs; z) ∗ f(z) (1.7)

where
h(a1, ..., ai, ..., aq; b1, ..., bs; z) = zqFs(a1, ..., aq; b1, ..., bs; z)

(q ≤ s+ 1; q, s ∈ N0; z ∈ U).
If f(z) ∈ A is given by (1.1), then we have

H(a1, ..., aq; b1, ..., bs)f(z) = z +

∞∑
k=2

Γk[a1; b1]akz
k, (1.8)
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where

Γk[a1; b1] =
(a1)k−1...(aq)k−1

(b1)k−1...(bs)k−1(k − 1)!
(1.9)

The Dziok-Srivastava linear operator Hq,s[a1; b1] includes various other operators,
which were considered in earlier works. We can quote here for example linear opera-
tors introduced by Carlson and Shaffer, Bernardi, Libera and Livingston, Choi, Saigo
and Srivastava, Kim and Srivastava, Srivastava and Owa, Cho, Kwon and Srivastava,
Ruscheweyh, Hohlov, Salagean, Noor, and others (see for details [8], [9] and []).

In recent years, many interesting subclasses of analytic functions associated with
the Dziok-Srivastava operator Hq,s[a1; b1] and its many special cases were investi-
gated by, for example, Murugusundaramoorthy and Magesh [7], Srivastava et al.
([13],[14]),Wang et al. [15] and others.

In this paper, we investigate convolution properties of the classes S∗[a1;λ, φ] and
K[a1;λ, φ] associated with the operator Hq,s[a1; b1]. Using convolution properties, we
find the necessary and sufficient condition and coefficient estimate for these classes.

2. Convolution properties

We assume that 0 < θ < 2π,−1 ≤ λ ≤ 1 throughout this section and Γk[a1; b1]is
defined by (1.9)
Theorem 1. The function f(z) defined by (1.1) is in the class S∗[λ, φ] if and only
if.

1

z

f(z) ∗
z − (λ−1)φ(eiθ)

1−φ(eiθ) z2

(1− z)2

 6= 0 (z ∈ U, 0 < θ2π) (2.1)

Proof. A function f(z) is in the class S∗[λ, φ] if and only if

zf ′(z)

[(1− λ)f(z) + λzf ′(z)]
6= φ(eiθ) (z ∈ U, 0 < θ < 2π) (2.2)

which is equivalent to

zf ′(z) 6= φ(eiθ) [(1− λ)f(z) + λzf ′(z)] ,

1

z

[
zf ′(z)

[
1− λφ(eiθ)

]
− (1− λ)φ(eiθ)f(z)

]
6= 0. (2.3)

Since
f(z) = f(z) ∗ 1

(1−z) and zf ′(z) = f(z) ∗ 1
(1−z)2 ,

The equation (2.3) can be written as

1

z

[
f(z) ∗

(
(1− λφ(eiθ))

z

(1− z)2
− (1− λ)φ(eiθ)

z

1− z

)]

=
1− φ(eiθ)

z

[
f(z) ∗ z − ((λ− 1)φ(eiθ)/(1− φ(eiθ)))z2

(1− z)2

]
6= 0, (0 < θ < 2π). (2.4)
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this completes the proof of Theorem 1.
Theorem 2. The function f(z) defined by (1.1) is in the class K[λ, φ] if and only
if.

1

z

[
f(z) ∗ z − ((1 + (1− 2λ)φ(eiθ))/(φ(eiθ)− 1)z2

(1− z)3

]
6= 0, (z ∈ U). (2.5)

Proof. Let us take

g(z) =
z − ((λ− 1)φ(eiθ)/(1− φ(eiθ)))z2

(1− z)2
, (2.6)

from which we get

zg′(z) =
z − ((1 + (1− 2λ)φ(eiθ))/(φ(eiθ)− 1))z2

(1− z)3
(0 < θ < 2π). (2.7)

Also from the identity zf ′(z) ∗ g(z) = f(z) ∗ zg′(z), (f, g ∈ A) and the fact that

f(z) ∈ K[λ, φ]⇐⇒ zf ′(z) ∈ S∗[λ, φ].

the result (2.5) follows from Theorem 1.
Theorem 3. A necessary and sufficient condition for the function f(z) defined by
(1.1) to be in the class S∗q,s[a1;λ, φ] is that.

1 +

∞∑
k=2

(1− λ)φ(eiθ) + k(λφ(eiθ)− 1)

φ(eiθ)− 1
Γk[a1, b1]akz

k−1 6= 0 (z ∈ U, 0 < θ < 2π)

(2.8)
Proof. From Theorem 1, we can say that f(z) ∈ S∗q,s[a1, λ, φ] if and only if

1

z

[
Hq,s[a1, b1]f(z) ∗ z − ((λ− 1)φ(eiθ)/(1− φ(eiθ)))z2

(1− z)2

]
6= 0, (z ∈ U, 0 < θ < 2π).

(2.9)
From (1.8), the left hand side of (2.9) can be written as

1

z

[
Hq,s[a1, b1]f(z) ∗

(
z

(1− z2)
− (1− λ)φ(eiθ)

φ(eiθ)− 1

z2

(1− z)2

)]
, (0 < θ < 2π). (2.10)

=
1

z
[z(Hq,s(a1, b1))f(z)′

− (1− λ)φ(eiθ)

φ(eiθ)− 1
{z(Hq,s(a1, b1))f(z)′ − (Hq,s(a1, b1))f(z)}

]
. (2.11)

= 1 +

∞∑
k=2

(1− λ)φ(eiθ) + k(λφ(eiθ)− 1)

φ(eiθ)− 1
Γk[a1, b1]akz

k−1, (0 < θ < 2π). (2.12)
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Thus the proof is completed.
Theorem 4. A necessary and sufficient condition for the function f(z) defined by
(1.1) to be in the class Kq,s[a1;λ, φ] is that

1 +

∞∑
k=2

k
(1− λ)φ(eiθ) + k(λφ(eiθ)− 1)

φ(eiθ)− 1
Γk[a1, b1]akz

k−1 6= 0, (z ∈ U, 0 < θ < 2π)

(2.13)
Proof. From Theorem 1, we find that f(z) ∈ Kq,s[a1;λ, φ] if and only if

1

z

[
Hq,s[a1, b1]f(z) ∗ z − ((1 + (1− 2λ)φ(eiθ))/(φ(eiθ)− 1)z2

(1− z)3

]
6= 0, (z ∈ U). (2.14)

Using the definition (1.8), the above equation can be written as

1

z

[
Hq,s[a1, b1]f(z) ∗

(
z

(1− z)3
− (1 + (1− 2λ)φ(eiθ))

(φ(eiθ)− 1)

z

(1− z)3

)]
=

1

z

[
z

2
(zHq,s[a1, b1]f(z))

′′ − (1 + (1− 2λ)φ(eiθ))

2(φ(eiθ)− 1)
z2(Hq,s[a1, b1]f(z))′′

]
= 1 +

∞∑
k=2

k
(1− λ)φ(eiθ) + k(λφ(eiθ)− 1)

φ(eiθ)− 1
Γk[a1, b1]akz

k−1 (2.15)

which proves the Theorem.
Theorem 5. If the function f(z) defined by (1.1) belongs to S∗q,s[a1;λ, φ] then

∞∑
k=2

(1− λ)|φ(eiθ)| − |(λφ(eiθ)− 1)|k)Γk[a1, b1]|ak| ≤ |1− φ(eiθ)| (2.16)

Proof. Since∣∣∣∣∣1−
∞∑
k=2

(1− λ)φ(eiθ) + k(λφ(eiθ)− 1)

1− φ(eiθ)
Γk[a1, b1]akz

k−1

∣∣∣∣∣ (z ∈ U)

≥ 1−
∞∑
k=2

∣∣∣∣ (1− λ)φ(eiθ) + k(λφ(eiθ)− 1)

1− φ(eiθ)

∣∣∣∣Γk[a1, b1] |ak|

=>

∞∑
k=2

(
(1− λ)

∣∣φ(eiθ)
∣∣− ∣∣(λφ(eiθ)− 1)

∣∣ k)Γk[a1, b1] |ak| ≤
∣∣1− φ(eiθ)

∣∣
Theorem 6. If the function f(z) defined by (1.1) belongs to Kq,s[a1;λ, φ] then

∞∑
k=2

((1− λ)|φ(eiθ)| − |(λφ(eiθ)− 1)|k)kΓk[a1, b1]|ak| ≤ |1− φ(eiθ)| (2.17)

Remark. Putting φ(eiθ) = 1+Aeiθ

1+Beiθ
and λ = 0 in theorems 1 to 6, we get the results

given recently by Aouf and Seoudy [2], Some of the results by Aouf and Seoudy also
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contain the result due to Silverman ([10], [11]) and Ahuja [1].
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1.Introduction and preliminaries

In 1983, A. S. Mashhour et al. [3] introduced the supra topological spaces. In
1996, D. Andrijevic [1] introduced and studied a class of generalized open sets in a
topological space called b-open sets. This type of sets discussed by El-Atike [2] under
the name of γ-open sets. In 2010, O. R. Sayed et al. [4] introduced and studied a
class of sets and maps between topological spaces called supra b-open sets and supra b-
continuous functions respectively. Now we introduce the concepts of supra b-compact
and supra b-Lindelöf spaces and investigate several properties for these concepts.

Throughout this paper (X, τ), (Y, ρ) and (Z, σ) (or simply X, Y and Z) denote
topological spaces on which no separation axioms are assumed unless explicitly stated.
For a subset A of (X, τ), the closure and the interior of A in X are denoted by Cl(A)
and Int(A), respectively. The complement of A is denoted by X − A. In the space
(X, τ), a subset A is said to be b-open [1] if A ⊆ Cl(Int(A))∪Int(Cl(A)). The family
of all b-open sets of (X, τ) is denoted by BO(X). A subcollection µ ⊆ 2X is called
a supra topology [3] on X if X ∈ µ and µ is closed under arbitrary union. (X,µ) is
called a supra topological space. The elements of µ are said to be supra open in (X,µ)
and the complement of a supra open set is called a supra closed set. The supra closure
of a set A, denoted by Clµ(A), is the intersection of all supra closed sets including A.
The supra interior of a set A, denoted by Intµ(A), is the union of all supra open sets
included in A. The supra topology µ on X is associated with the topology τ if τ ⊆ µ.
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Definition 1.1 [4] Let (X,µ) be a supra topological space. A set A is called a supra
b-open set if A ⊆ Clµ(Intµ(A)) ∪ Intµ(Clµ(A)). The complement of a supra b-open
set is called a supra b-closed set.

Theorem 1.2 [4]. (i) Arbitrary union of supra b-open sets is always supra b-open.

(ii) Finite intersection of supra b-open sets may fail to be supra b-open.

Definition 1.3 [4] The supra b-closure of a set A, denoted by Clµb (A), is the inter-
section of supra b-closed sets including A. The super b-interior of a set A, denoted
by Intµb (A), is the union of supra b-open sets included in A.

2. Supra b-compact and supra b-Lindelöf spaces

Definition 2.1 A collection {Uα : α ∈ ∆} of supra b-open sets in a supra topological
space (X,µ) is called a supra b-open cover of a subset B of X if B ⊆ ∪{Uα : α ∈ ∆}.

Definition 2.2 A supra topological space (X,µ) is called supra b-compact (resp.
supra b-Lindelöf) if every supra b-open cover of X has a finite (resp. countable)
subcover.

The proof of the following theorem is straightforward and thus omitted.

Theorem 2.3 If X is finite (resp. countable) then (X,µ) is supra b-compact (resp.
supra b-Lindelöf) for any supra topology µ on X.

Definition 2.4 A subset B of a supra topological space (X,µ) is said to be supra
b-compact (resp. supra b-Lindelöf) relative to X if, for every collection {Uα : α ∈ ∆}
of supra b-open subsets of X such that B ⊆ ∪{Uα : α ∈ ∆}, there exists a finite (resp.
countable) subset ∆0 of ∆ such that B ⊆ ∪{Uα : α ∈ ∆0}.

Notice that if (X,µ) is a supra topological space and A ⊆ X then µA = {U ∩ A :
U ∈ µ} is a supra topology on A.

(A,µA) is called a supra subspace of (X,µ).

Definition 2.5 A subset B of a supra topological space (X,µ) is said to be supra
b-compact (resp. supra b-Lindelöf) if B is supra b-compact (resp. supra b-Lindelöf)
as a supra subspace of X.

Theorem 2.6 Every supra b-closed subset of a supra b-compact space X is supra
b-compact relative to X.

Prof: Let A be a supra b-closed subset of X and Ũ be a cover of A by supra b-open
subsets of X. Then Ũ∗ = Ũ ∪ {X − A} is a supra b-open cover of X. Since X is
supra b-compact, Ũ∗ has a finite subcover Ũ∗∗ for X. Now Ũ∗∗ − {X −A} is a finite
subcover of Ũ for A, so A is supra b-compact relative to X.
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Theorem 2.7 Every supra b-closed subset of a supra b-Lindelöf space X is supra
b-Lindelöf relative to X.

Prof: Similar to the proof of the above theorem.

Theorem 2.8 Every supra subspace of a supra topological space (X,µ) is supra b-
compact relative to X if and only if every supra b-open subspace of X is supra b-
compact relative to X.

Prof: ⇒) Is clear.
⇐) Let Y be a supra subspace of X and let Ũ = {Uα : α ∈ ∆} be a cover of Y by

supra b-open sets in X. Now let V = ∪Ũ , then V is a supra b-open subset of X, so
it is supra b-compact relative to X. But Ũ is a cover of V so Ũ has a finite subcover
Ũ∗ for V . Then V ⊆ ∪Ũ∗ and therefore Y ⊆ V ⊆ ∪Ũ∗. So Ũ∗ is a finite subcover of
Ũ for Y . Then Y is supra b-compact relative to X.

Theorem 2.9 Every supra subspace of a supra topological space (X,µ) is supra b-
Lindelöf relative to X if and only if every supra b-open subspace of X is supra b-
Lindelöf relative to X.

Prof: Similar to the proof of the above theorem.
For a family Ã of subsets of X, if all finite intersection of the elements of Ã are

non-empty, we say that Ã has the finite intersection property.

Theorem 2.10 A supra topological space (X,µ) is supra b-compact if and only if
every supra b-closed family of subsets of X having the finite intersection property, has
a non-empty intersection.

Prof: ⇒) Let Ã = {Aα : α ∈ ∆} be a supra b-closed family of subsets of X which
has the finite intersection property. Suppose that ∩{Aα : α ∈ ∆} = φ. Let Ũ
= {X − Aα : α ∈ ∆} then Ũ is a supra b-open cover of X. Then Ũ has a finite
subcover Ṹ = {X − Aα1

, X − Aα2
, ..., X − Aαn

}. Now Ã́ = {Aα1
, Aα2

, ..., Aαn
} is a

finite subfamily of Ã with ∩{Aαi : i = 1, 2, ..., n} = φ which is a contradiction.
⇐) Let Ũ = {Uα : α ∈ ∆} be a supra b-open cover of X. Suppose that Ũ

has no finite subcover. Now Ã = {X − Uα : α ∈ ∆} is a supra b-closed family of
subsets of X which has the finite intersection property. So by assumption we have
∩{X − Uα : α ∈ ∆} 6= φ. Then ∪{Uα : α ∈ ∆} 6= X which is a contradiction.

The proof of the following theorem is straightforward and thus omitted.

Theorem 2.11 The finite (resp. countable) union of supra b-compact (resp. supra
b-Lindelöf) sets relative to a supra topological space X is supra b-compact (resp. supra
b-Lindelöf) relative to X.

Theorem 2.12 Let A be a supra b-compact (resp. supra b-Lindelöf) set relative to
a supra topological space X and B be a supra b-closed subset of X. Then A ∩ B is
supra b-compact (resp. supra b-Lindelöf) relative to X.
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Prof: We will show the case when A is supra b-compact relative to X, the other case
is similar. Suppose that Ũ = {Uα : α ∈ ∆} is a cover of A ∩ B by supra b-open sets
in X. Then Õ = {Uα : α ∈ ∆} ∪ {X − B} is a cover of A by supra b-open sets in
X, but A is supra b-compact relative to X, so there exist α1, α2, ..., αn ∈ ∆ such that
A ⊆ (∪{Uαi

: i = 1, 2, ..., n})∪ (X−B). Then A∩B ⊆ ∪{(Uαi
∩B) : i = 1, 2, ..., n} ⊆

∪{Uαi
: i = 1, 2, ..., n}. Hence, A ∩B is supra b-compact relative to X.

Definition 2.13 [4] Let (X, τ) and (Y, ρ) be two topological spaces and µ be an as-
sociated supra topology with τ . A function f : (X, τ) → (Y, ρ) is called a supra
b-continuous function if the inverse image of each open set in Y is a supra b-open set
in X.

Theorem 2.14 A supra b-continuous image of a supra b-compact space is compact.

Prof: Let f : X → Y be a supra b-continuous function from a supra b-compact space
X onto a topological space Y . Let Õ = {Vα : α ∈ ∆} be an open cover of Y . Then
Ũ = {f−1(Vα) : α ∈ ∆} is a supra b-open cover of X. Since X is supra b-compact, Ũ
has a finite subcover say {f−1(Vα1

), f−1(Vα2
), ..., f−1(Vαn

)}. Now {Vα1
, Vα2

, ..., Vαn
}

is a finite subcover of Õ for Y .

Theorem 2.15 A supra b-continuous image of a supra b-Lindelöf space is Lindelöf.

Prof: Similar to the proof of the above theorem.

Definition 2.16 Let (X, τ) and (Y, ρ) be two topological spaces and µ, η be associated
supra topologies with τ and ρ respectively. A function f : (X, τ) → (Y, ρ) is called
a supra b-irresolute function if the inverse image of each supra b-open set in Y is a
supra b-open set in X.

Theorem 2.17 If a function f : X → Y is supra b-irresolute and a subset B of X
is supra b-compact relative to X, then f(B) is supra b-compact relative to Y .

Prof: Let Õ = {Vα : α ∈ ∆} be a cover of f(B) by supra b-open subsets
of Y . Then Ũ = {f−1(Vα) : α ∈ ∆} is a cover of B by supra b-open sub-
sets of X. Since B is supra b-compact relative to X, Ũ has a finite subcover
Ũ∗ = {f−1(Vα1

), f−1(Vα2
), ..., f−1(Vαn

)} for B. Now {Vα1
, Vα2

, ..., Vαn
} is a finite

subcover of Õ for f(B). So f(B) is supra b-compact relative to Y .

Theorem 2.18 If a function f : X → Y is supra b-irresolute and a subset B of X
is supra b-Lindelöf relative to X, then f(B) is supra b-Lindelöf relative to Y .

Prof: Similar to the proof of the above theorem.

Definition 2.19 [4]. A function f : (X, τ)→ (Y, ρ) is called a supra b-open function
if the image of each open set in X is a supra b-open set in (Y, η).

The proof of the following theorem is straightforward and thus omitted.
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Theorem 2.20 Let f : (X, τ)→ (Y, ρ) be a supra b-open surjection and η be a supra
topology associated with ρ. If (Y, η) is supra b-compact (resp. supra b-Lindelöf) then
(X, τ) is compact (resp. Lindelöf).

Definition 2.21 A subset F of a supra topological space (X,µ) is called supra b-
Fσ-set if F = ∪{Fi : i = 1, 2, ...} where Fi is a supra b-closed subset of X for each
i = 1, 2, ... .

Theorem 2.22 A supra b-Fσ-set F of a supra b-Lindelöf space X is supra b-Lindelöf
relative to X.

Prof: Let F = ∪{Fi : i = 1, 2, ...} where Fi is a supra b-closed subset of X for each
i = 1, 2, ... . Let Ũ be a cover of F by supra b-open sets in X, then Ũ is a cover of Fi
for each i = 1, 2, ... by supra b-open subsets of X. Since Fi is supra b-Lindelöf relative
to X, Ũ has a countable subcover Ũi = {Ui1 , Ui2 , ...} for Fi for each i = 1, 2, ... .
Now ∪{Ũi : i = 1, 2, ...} is a countable subcover of Ũ for F . So F is supra b-Lindelöf
relative to X.
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1. Introduction and Preliminaries

Fuzzy set theory, compared to other mathematical theories, is perhaps the most
easily adaptable theory to practice. The main reason is that a fuzzy set has the prop-
erty of relativity, variability and inexactness in the definition of its elements. Instead
of defining an entity in calculus by assuming that its role is exactly known, we can use
fuzzy sets to define the same entity by allowing possible deviations and inexactness in
its role. This representation suits well the uncertainties encountered in practical life,
which make fuzzy sets a valuable mathematical tool. The concepts of fuzzy sets and
fuzzy set operations were first introduced by Zadeh [11] and subsequently several au-
thors have discussed various aspects of the theory and applications of fuzzy sets such
as fuzzy topological spaces, similarity relations and fuzzy orderings, fuzzy measures
of fuzzy events, fuzzy mathematical programming. Matloka [7] introduced bounded
and convergent sequences of fuzzy numbers and studied some of their properties. For
more details about sequence spaces of fuzzy numbers see ([1], [2], [3], [8], [10]) and
references therein.

Let C(Rn) = {A ⊂ Rn : A is compact and convex set}. The space C(Rn) has
a linear structure induced by the operations A + B = {a + b : a ∈ A, b ∈ B} and
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λA = {λa : a ∈ A} for A,B ∈ C(Rn) and λ ∈ R.
The Hausdorff distance between A and B in C(Rn) is defined by

δ∞(A,B) = max

{
sup
a∈A

inf
b∈B
||a− b||, sup

b∈B
inf
a∈A
||a− b||

}
.

It is well known that (C(Rn), δ∞) is a complete metric space.
A fuzzy number is a function X from Rn to [0, 1] which is normal, fuzzy convex,

upper semicontinuous and the closure of {X ∈ Rn : X(x) > 0} is compact. These
properties imply that for each 0 < α ≤ 1, the α-level set

Xα = {X ∈ Rn : X(x) > α}

is non-empty compact, convex subset of Rn with support X0.
If Rn is replaced by R, then obviously the set C(Rn) is reduced to the set of all closed
bounded intervals A = [A,A] on R, and also

δ∞(A,B) = max
(
|A−B|, |A−B|

)
.

Let L(R) denote the set of all fuzzy numbers. The linear structure of L(R) induces
the addition X + Y and the scalar multiplication λX in terms of α-level sets, by

[X + Y ]α = [X]α + [Y ]α

and

[λX]α = λ[X]α

for each 0 ≤ α ≤ 1.The set R of real numbers can be embedded in L(R) if we define
r̄ ∈ L(R) by

r̄(t) =

{
1, if t = r
0, if t 6= r.

The additive identity and multiplicative identity of L(R) are denoted by 0̄ and 1̄,
respectively. For r ∈ R and X ∈ L(R), the product rX is defined as follows :

rX(t) =

{
X(r−1t), if r 6= 0
0, if r = 0.

Define a map d : L(R)× L(R)→ R by

d(X,Y ) = sup
0≤α≤1

δ∞(Xα, Y α).

For X,Y ∈ L(R) define X ≤ Y if and only if Xα ≤ Y α for any α ∈ [0, 1]. It is known
that (L(R), d) is complete metric space (see [7]).
A sequence X = (Xk) of fuzzy numbers is a function X from the set N of natural
numbers into L(R). The fuzzy number Xk denotes the value of the function at k ∈ N.
By w(F ) we denote the set of all sequences X = (Xk) of fuzzy numbers. A sequence
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X = (Xk) of fuzzy numbers is said to be bounded if the set {Xk : k ∈ N} of fuzzy
numbers is bounded.

By l∞(F ) we denote the set of all bounded sequences X = (Xk) of fuzzy numbers.
A sequence X = (Xk) of fuzzy numbers is said to be convergent to a fuzzy number
X0 if for every ε > 0 there is a positive integer k0 such that d(Xk, X0) < ε for k > k0.

We denote by c(F ) the set of all convergent sequences X = (Xk) of fuzzy numbers.
It is straightforward to see that c(F ) ⊂ l∞ ⊂ w(F ).

Nanda [9] studied the classes of bounded and convergent sequences of fuzzy num-
bers and showed that these are complete metric spaces.

The notion of difference sequence spaces was introduced by Kızmaz [5], who stud-
ied the difference sequence spaces l∞(∆), c(∆) and c0(∆). The notion was further
generalized by Et and Çolak [4] by introducing the spaces l∞(∆n), c(∆n) and c0(∆n).
Let w be the space of all complex or real sequences x = (xk) and let r be non-negative
integer, then for Z = l∞, c, c0 we have sequence spaces

Z(∆r) = {x = (xk) ∈ w : (∆rxk) ∈ Z},

where ∆rx = (∆rxk) = (∆r−1xk −∆r−1xk+1) and ∆0xk = xk for all k ∈ N, which is
equivalent to the following binomial representation

∆rxk =

r∑
v=0

(−1)v
(
r
v

)
xk+v.

Taking r = 1, we get the spaces which were introduced and studied by Kızmaz [5].
An Orlicz function M : [0,∞)→ [0,∞) is a continuous, non-decreasing and convex

function such that M(0) = 0, M(x) > 0 for x > 0 and M(x) −→∞ as x −→∞.
Lindenstrauss and Tzafriri [6] used the idea of Orlicz function to define the fol-

lowing sequence space,

`M =
{
x ∈ w :

∞∑
k=1

M
( |xk|
ρ

)
<∞

}
which is called as an Orlicz sequence space. Also `M is a Banach space with the norm

||x|| = inf
{
ρ > 0 :

∞∑
k=1

M
( |xk|
ρ

)
≤ 1
}
.

Also, it was shown in [6] that every Orlicz sequence space `M contains a subspace
isomorphic to `p(p ≥ 1). An Orlicz function M satisfies ∆2−condition if and only if
for any constant L > 1 there exists a constant K(L) such that M(Lu) ≤ K(L)M(u)
for all values of u ≥ 0. An Orlicz function M can always be represented in the
following integral form

M(x) =

∫ x

0

η(t)dt

where η is known as the kernel of M , is right differentiable for t ≥ 0, η(0) = 0, η(t) > 0,
η is non-decreasing and η(t)→∞ as t→∞.
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The following inequality will be used throughout the paper. Let p = (pk)
be a sequence of positive real numbers with 0 < pk ≤ supk pk = H and let
K = max{1, 2H−1}. Then for sequences {ak} and {bk} in the complex plane, we
have

|ak + bk|pk ≤ K(|ak|pk + |bk|pk). (1.1)

Let σ be a one-to-one mapping of the set of positive integers into itself such that
σk(n) = σ(σk−1(n)), k = 1, 2, 3, · · · . Let M = (Mk) be a sequence of Orlicz function
and p = (pk) be a bounded sequence of positive real numbers. We define the following
classes of sequences of fuzzy numbers :

cF0 (M,∆r, p, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks

[
Mk

(
d(∆rXσk(n), 0̄)

ρ

)]pk
= 0,

uniformly in n for some ρ > 0, s ≥ 0

}
,

cF (M,∆r, p, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks

[
Mk

(
d(∆rXσk(n), X0)

ρ

)]pk
= 0,

uniformly in n for some ρ > 0, s ≥ 0

}
and

lF∞(M,∆r, p, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks

[
Mk

(
d(∆rXσk(n), 0̄)

ρ

)]pk
= 0,

for some ρ > 0, s ≥ 0

}
.

If we take M(x) = x, we get the spaces as follows

cF0 (∆r, p, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks

(
d(∆rXσk(n), 0̄)

ρ

)pk
= 0,

uniformly in n for some ρ > 0, s ≥ 0

}
,

cF (∆r, p, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks

(
d(∆rXσk(n), X0)

ρ

)pk
= 0,

uniformly in n for some ρ > 0, s ≥ 0

}
and

lF∞(∆r, p, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks

(
d(∆rXσk(n), 0̄)

ρ

)pk
= 0,
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for some ρ > 0, s ≥ 0

}
.

If p = (pk) = 1, ∀ k, we have

cF0 (M,∆r, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks
Mk

(
d(∆rXσk(n), 0̄)

ρ

)
= 0,

uniformly in n for some ρ > 0, s ≥ 0

}
,

cF (M,∆r, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks
Mk

(
d(∆rXσk(n), X0)

ρ

)
= 0,

uniformly in n for some ρ > 0, s ≥ 0

}
and

lF∞(M,∆r, σ, s) =

{
X = (Xk) ∈ wF : lim

k

1

ks
Mk

(
d(∆rXσk(n), 0̄)

ρ

)
= 0,

for some ρ > 0, s ≥ 0

}
.

If we take r, s = 0, σ(n) = n + 1, M(x) = x and p = (pk) = 1 then we obtain the
classes cF0 , cF and lF∞ of ordinary null, convergent and bounded sequences of fuzzy
numbers, respectively which were defined and studied by Matloka [7].
The main purpose of this paper is to study some new generalized difference sequence
spaces of fuzzy numbers defined by a sequence of Orlicz functions. We also examine
some properties of these sequence spaces.

2. Main results

Proposition 2.1 If d is a translation invariant metric on L(R) then
(i) (X + Y, 0̄) ≤ d̄(X, 0̄) + d̄(Y, 0̄),
(ii) d(λX, 0̄) ≤ |λ|d(X, 0̄), |λ| > 1.
Proof. It is easy to prove so we omit the details.
Theorem 2.2 Let M = (Mk) be a sequence of Orlicz functions, the spaces
cF0 (M,∆r, p, σ, s), cF (M,∆r, p, σ, s) and lF∞(M,∆r, p, σ, s) are closed under the op-
erations of addition and scalar multiplication if d is a translation invariant metric.
Proof. If d is translation metric, then

d
(
∆r(Xσk(n) + Yσk(n)), X0 + Y0

)
≤ d
(
∆rXσk(n), X0

)
+ d
(
∆rYσk(n), Y0

)
(2.1)

and

d
(
λ∆rXσk(n), λX0

)
≤ |λ|d

(
∆rXσk(n), X0

)
(2.2)
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where λ is a scalar with 0 < λ ≤ 1. It is easy to see that the spaces cF0 (M,∆r, p, σ, s),
cF (M,∆r, p, σ, s) and lF∞(M,∆r, p, σ, s) are closed under the operations of addition
and scalar multiplication.

Theorem 2.3 If M = (Mk) be a sequence of Orlicz functions, then

cF0 (M,∆r, p, σ, s) ⊂ cF (M,∆r, p, σ, s) ⊂ lF∞(M,∆r, p, σ, s).

Proof. The inclusion cF0 (M,∆r, p, σ, s) ⊂ cF (M,∆r, p, σ, s) is obvious. We have
only to show that cF (M,∆r, p, σ, s) ⊂ lF∞(M,∆r, p, σ, s). For this by using triangle
inequality, we have

1

ks

[
Mk

(
d
(
∆rXσk(n), 0̄

)
ρ

)]pk
≤ 1

ks

[
Mk

(
d
(
∆rXσk(n), X0

)
ρ

)]pk
+

1

ks

[
Mk

(
d
(
X0, 0̄

)
ρ

)]pk
≤ 1

ks

[
Mk

(
d
(
∆rXσk(n), X0

)
ρ

)]pk
+ max

(
1,

1

ks

[
Mk

(
|X0|
ρ

)]pk)
.

Thus X = (Xk) ∈ cF (M,∆r, p, σ, s) implies that X = (Xk) ∈ lF∞(M,∆r, p, σ, s).
This completes the proof.

Theorem 2.4 IfM = (Mk) be a sequence of Orlicz functions, then cF (M,∆r, p, σ, s)
is a complete metric space under the metric

d(X,Y ) = inf

{
ρ > 0 : sup

n,k

1

ks

[
Mk

(
d
(
∆r(Xσk(n) − Yσk(n))

)
ρ

)]pk
≤ 1

}
.

Proof. Let X = (Xk), Y = (Yk) ∈ cF (M,∆r, p, σ, s). Let {X(i)} be a Cauchy
sequence in cF (M,∆r, p, σ, s). Then given any ε > 0 there exists a positive integer
N depending on ε such that d(X(i), X(j)) < ε, for all n,m ≥ N . Hence

sup
n,k

1

ks

[
Mk

(d(∆rX
(i)

σk(n)
−∆rX

(j)

σk(n)
)

ρ

)]pk
< ε ∀i, j ≥ N.

Consequently {X(i)
k } is a Cauchy sequence in the metric space L(R). But L(R) is

complete. So, X
(i)
k → Xk as i → ∞. Hence there exists a positive integer n0 such

that

sup
n,k

1

ks

[
Mk

(d(∆rX
(n0)

σk(n)
−∆rXσk(n))

ρ

)]pk
< ε ∀n0 ≥ N.
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This implies that (Xk) ∈ cF (M,∆r, p, σ, s). Hence cF (M,∆r, p, σ, s) is a complete
metric space. This completes the proof.

Theorem 2.5 If lim inf
(
pk
qk

)
> 0, then cF (M,∆r, q, σ, s) ⊂ cF (M,∆r, p, σ, s).

Proof. Suppose that lim inf
(
pk
qk

)
> 0 holds and X = (Xk) ∈ cF (M,∆r, q, σ, s).

Then there is β > 0 such that pk > βqk for large k ∈ N . Hence for large k

1

ks

[
Mk

(
d
(
∆rXσk(n), X0

)
ρ

)]pk
≤
(

1

ks

[
Mk

(
d
(
∆rXσk(n), X0

)
ρ

)]qk)β
.

Since
1

ks

[
Mk

(
d
(
∆rXσk(n), X0

)
ρ

)]qk
< 1

for each k, n and for some ρ > 0. Hence X = (Xk) ∈ cF (M,∆r, p, σ, s).

Theorem 2.6 If 0 < pk ≤ qk ≤ 1, then lF∞(M,∆r, q, σ, s) is closed subset of
lF∞(M,∆r, p, σ, s)
Proof. Suppose that 0 < pk ≤ qk ≤ 1 holds and X = (Xk) ∈ cF (M,∆r, p, σ, s).
Then there is a constant L > 1 such that

1

ks

[
Mk

(
d
(
∆rXσk(n), 0̄

)
ρ

)]qk
≤ L

for each k, n and for some ρ > 0. This implies that

1

ks

[
Mk

(
d
(
∆rXσk(n), 0̄

)
ρ

)]pk
≤ L

for each k and n. Hence X = (Xk) ∈ lF∞(M,∆r, p, σ, s). To show that
lF∞(M,∆r, q, σ, s) is closed, suppose that Xi = (Xi

k) ∈ lF∞(M,∆r, q, σ, s), Xi → X0

and X0 ∈ lF∞(M,∆r, p, σ, s). Then for every ε, 0 < ε < 1 there is i0 ∈ N such that
for all k, n and for some ρ > 0

1

ks

[
Mk

(
d
(
∆r(Xσk(n) −X0), 0̄

)
ρ

)]pk
< ε for i > i0.

Now

1

ks

[
Mk

(
d
(
∆r(Xσk(n) −X0), 0̄

)
ρ

)]qk
<

1

ks

[
Mk

(
d
(
∆r(Xσk(n) −X0), 0̄

)
ρ

)]pk
< ε for i > i0.

Therefore X = (Xk) ∈ lF∞(M,∆r, q, σ, s) i.e. lF∞(M,∆r, q, σ, s) is closed subset of
lF∞(M,∆r, p, σ, s).
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Theorem 2.7 Let 0 < h = inf pk ≤ sup pk = H < ∞. For any sequence of Orlicz
function M = (Mk) which satisfies ∆2-condition, then

cF (∆r, p, σ, s) ⊂ cF (M,∆r, p, σ, s).

Proof. Let X = (Xk) ∈ cF (∆r, p, σ, s), so that lim
k

1

ks
[
d(∆rXσk(n), X0)

]pk = 0,

uniformly in n. Let ε > 0 and choose δ with 0 < δ < 1 such that Mk(t) < ε for
0 ≤ t ≤ δ. We can write

yk =
d
(
Xσk(n), X0

)
ρ

.

We consider ∑
yk≤δ
k∈N

1

ks
[
Mk(yk)]pk +

∑
yk>δ

k∈N

1

ks
[
Mk(yk)]pk .

For yk ≤ δ, we have
1

ks
[
Mk(yk)

]pk < 1

ks
max(ε, εh)

by using the continuity of (Mk). For yk > δ, we have

yk <
yk
δ
< 1 +

yk
δ
.

Since M = (Mk) is non-decreasing and convex, it follows that

Mk(yk) < M

(
1 +

yk
δ

)
≤ 1

2
Mk(2) +

1

2
Mk

(
2yk
δ

)
.

Since M = (Mk) satisfies ∆2-condition, we have

Mk(yk) ≤ K

2

yk
δ
Mk(2) = K

yk
δ
Mk(2).

Thus we have

1

ks
[
Mk(yk)

]pk ≤ 1

ks
max

(
1, [KMk(2)δ−1]H [yk]pk

)
.

This implies that

1

ks
[
Mk(yk)

]pk ≤ 1

ks
max

(
ε, εh

) 1

ks
max

(
1, [KMk(2)δ−1]H [yk]pk

)
.

Taking ε→ 0 and k →∞, it follows that X = (Xk) ∈ cF (M,∆r, p, σ, s).

Theorem 2.8 Let M, M′ and M′′ are sequences of Orlicz functions. Then
(i) Z(M′,∆r, p, σ, s) ⊂ Z(M.M′,∆r, p, σ, s);
(ii) Z(M′,∆r, p, σ, s) ∩ Z(M′′,∆r, p, σ, s) ⊂ Z(M′ + M′′,∆r, p, σ, s), where Z =
cF0 , c

F , lF∞.
Proof. It is easy to prove so we omit the details.
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1. Introduction

Throughout w,χ and Λ denote the classes of all, gai and analytic scalar valued
single sequences, respectively. We write w2 for the set of all complex sequences (xmn),
where m,n ∈ N, the set of positive integers. Then, w2 is a linear space under the
coordinate wise addition and scalar multiplication.

Some initial works on double sequence spaces is found in Bromwich[4]. Later on,
they were investigated by Hardy[8], Moricz[12], Moricz and Rhoades[13], Basarir and
Solankan[2], Tripathy[20], Colak and Turkmenoglu[6], Turkmenoglu[22], and many
others.

Let us define the following sets of double sequences:

Mu (t) :=
{

(xmn) ∈ w2 : supm,n∈N |xmn|tmn <∞
}
,

Cp (t) :=
{

(xmn) ∈ w2 : p− limm,n→∞ |xmn − l|tmn = 1for some l ∈ C
}
,

C0p (t) :=
{

(xmn) ∈ w2 : p− limm,n→∞ |xmn|tmn = 1
}
,

Lu (t) :=

{
(xmn) ∈ w2 :

∞∑
m=1

∞∑
n=1

|xmn|tmn <∞

}
,

Cbp (t) := Cp (t)
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where t = (tmn) is the sequence of strictly positive reals tmn for all m,n ∈ N and
p − limm,n→∞ denotes the limit in the Pringsheim’s sense. In the case tmn = 1
for all m,n ∈ N;Mu (t) ,Cp (t) ,C0p (t) ,Lu (t) ,Cbp (t) and C0bp (t) reduce to the sets
Mu,Cp,C0p,Lu,Cbp and C0bp, respectively.

Now, we may summarize the knowledge given in some document related to the
double sequence spaces. Gökhan and Colak [27,28] have proved that Mu (t) and
Cp (t) ,Cbp (t) are complete paranormed spaces of double sequences and gave the
α−, β−, γ− duals of the spaces Mu (t) and Cbp (t) . Quite recently, in her PhD the-
sis, Zelter [29] has essentially studied both the theory of topological double sequence
spaces and the theory of summability of double sequences. Mursaleen and Edely
[30] have recently introduced the statistical convergence and Cauchy for double se-
quences and given the relation between statistical convergent and strongly Cesàro
summable double sequences. Nextly, Mursaleen [31] and Mursaleen and Edely [32]
have defined the almost strong regularity of matrices for double sequences and applied
these matrices to establish a core theorem and introduced the M−core for double se-
quences and determined those four dimensional matrices transforming every bounded
double sequences x = (xjk) into one whose core is a subset of the M−core of x.
More recently, Altay and Basar [33] have defined the spaces BS,BS (t) ,CSp,CSbp,CSr
and BV of double sequences consisting of all double series whose sequence of partial
sums are in the spaces Mu,Mu (t) ,Cp,Cbp,Cr and Lu, respectively, and also exam-
ined some properties of those sequence spaces and determined the α− duals of the
spaces BS,BV,CSbp and the β (ϑ)− duals of the spaces CSbp and CSr of double series.
Quite recently Basar and Sever [34] have introduced the Banach space Lq of double
sequences corresponding to the well-known space `q of single sequences and examined
some properties of the space Lq. Quite recently Subramanian and Misra [35] have
studied the space χ2

M (p, q, u) of double sequences and gave some inclusion relations.
We need the following inequality in the sequel of the paper. For a, b,≥ 0 and
0 < p < 1, we have

(a+ b)p ≤ ap + bp (1)

The double series
∑∞
m,n=1 xmn is called convergent if and only if the double sequence

(smn) is convergent, where smn =
∑m,n
i,j=1 xij(m,n ∈ N) (see[1]).

A sequence x = (xmn)is said to be double analytic if supmn |xmn|1/m+n
< ∞.

The vector space of all double analytic sequences will be denoted by Λ2. A sequence

x = (xmn) is called double gai sequence if ((m+ n)! |xmn|)1/m+n → 0 as m,n → ∞.
The double gai sequences will be denoted by χ2. Let φ = {allfinitesequences} .

Consider a double sequence x = (xij). The (m,n)th section x[m,n] of the sequence
is defined by x[m,n] =

∑m,n
i,j=0xij=ij for all m,n ∈ N ; where =ij denotes the double

sequence whose only non zero term is a 1
(i+j)! in the (i, j)

th
place for each i, j ∈ N.

An FK-space(or a metric space)X is said to have AK property if (=mn) is a
Schauder basis for X. Or equivalently x[m,n] → x.

An FDK-space is a double sequence space endowed with a complete metrizable; lo-
cally convex topology under which the coordinate mappings x = (xk)→ (xmn)(m,n ∈
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N) are also continuous.

If X is a sequence space, we give the following definitions:

(i) X
′
= the continuous dual of X;

(ii) Xα =
{
a = (amn) :

∑∞
m,n=1 |amnxmn| <∞, for eachx ∈ X

}
;

(iii) Xβ =
{
a = (amn) :

∑∞
m,n=1amnxmn is convegent, foreachx ∈ X

}
;

(iv) Xγ =
{
a = (amn) : supmn ≥ 1

∣∣∣∑M,N
m,n=1 amnxmn

∣∣∣ <∞, foreachx ∈ X} ;

(v) letX beanFK − space ⊃ φ; thenXf =
{
f(=mn) : f ∈ X ′

}
;

(vi) quad Xδ =
{
a = (amn) : supmn |amnxmn|1/m+n

<∞, foreachx ∈ X
}

;

Xα.Xβ , Xγ are called α − (orKöthe − Toeplitz)dual of X,β − (or generalized −
Köthe− Toeplitz)dual ofX, γ − dual of X, δ − dual ofX respectively.Xα is defined
by Gupta and Kamptan [24]. It is clear that Xα ⊂ Xβ and Xα ⊂ Xγ , but Xα ⊂ Xγ

does not hold, since the sequence of partial sums of a double convergent series need
not to be bounded.

The notion of difference sequence spaces (for single sequences) was introduced by
Kizmaz [36] as follows

Z (∆) = {x = (xk) ∈ w : (∆xk) ∈ Z}

for Z = c, c0 and `∞, where ∆xk = xk − xk+1 for all k ∈ N. Here w, c, c0 and `∞
denote the classes of all, convergent,null and bounded sclar valued single sequences
respectively. The above spaces are Banach spaces normed by

‖x‖ = |x1|+ supk≥1 |∆xk|

Later on the notion was further investigated by many others. We now introduce the
following difference double sequence spaces defined by

Z (∆) =
{
x = (xmn) ∈ w2 : (∆xmn) ∈ Z

}
where Z = Λ2, χ2 and ∆xmn = (xmn − xmn+1) − (xm+1n − xm+1n+1) = xmn −
xmn+1 − xm+1n + xm+1n+1 for all m,n ∈ N

2. Definitions and Preliminaries

A sequence x = (xmn)is said to be double analytic if

supmn |xmn|1/m+n
<∞.

The vector space of all double analytic sequences is usually denoted by Λ2. A sequence
x = (xmn) is called double entire sequence if |xmn| 1/m+n → 0 as m,n → ∞. The
vector space of double entire sequences is usually denoted by Γ2.A sequence x = (xmn)

is called double gai sequence if ((m+ n)! |xmn| )1/m+n → 0 as m,n→∞. The vector
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space of double gai sequences is usually denoted by χ2. The space χ2 is a metric
space with the metric

d(x, y) = supm,n

{
((m+ n)! |xmn − ymn|)1/m+n

: m,n : 1, 2, 3, ...
}

(2)

for all x = {xmn} and y = {ymn} in χ2.

3. Main Results

Proposition 3.1 χ2 has monotone metric.

Proof : We know that

d(x, y) = supmn

{
((m+ n)! |xmn − ymn|)1/m+n

: m,n : 1, 2, 3, ...
}

d(xn, yn) = supn,n

{
((2n)! |xnn − ynn|)1/2n

}
and

d(xm, ym) = supm,m

{
((2m)! |xmm − ymm|)1/2m

}
Let m > n. Then

supm,m

{
((2m)! |xmm − ymm|)1/2m

}
≥ supn,n

{
((2n)! |xnn − ynn|)1/2n

}
d(xm, ym) ≥ d(xn, yn), m > n (3)

Also {d(xn, xn) : n = 1, 2, 3, ...} is monotonically increasing bounded by d(x, y). For
such a sequence

supn,n

{
((2n!) |xnn − ynn|)1/2n

}
=

lim
n→∞ d(xn, yn) = d(x, y) (4)

From(3) and (4) it follows that d(x, y) = supmn

{
((m+ n)! |xmn − ymn|)1/m+n

}
is a

monotone metric for χ2. This completes the proof.

Proposition 3.2 The dual space of χ2 is Λ2.In other words (χ2)∗ = Λ2.

Proof: We recall that

=mn =



0, 0, ...0, 0, ...
0, 0, ...0, 0, ...
.
.
.
0, 0, ... 1

(m+n)! , 0, ...

0, 0, ...0, 0, ...
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with 1
(m+n)! in the (m,n)th position and zero’s else where. With

x = =mn, (|xmn|)1/m+n

=



01/2, . . . 01/1+n

.

.

.
01/m+1, ( 1

(m+n)! )
1/m+n, . 01/m+n+1

(m,n)th

01/m+2, . . 01/m+n+2



=



0, . . . 0
.
.
.

0,
(

1
(m+n)!

)1/m+n

, . 0

(m,n)th

0, . . 0


which is a double gai sequence. Hence =mn ∈ χ2.Wehavef(x) =

∑∞
m,n=1 xmnymn.

With x ∈ χ2 andf ∈ (χ2)∗ the dual space of χ2. Take x = (xmn) = =mn ∈ χ2.Then

|ymn| ≤ ‖f‖ d(=mn, 0) <∞ ∀m,n (5)

Thus (ymn) is a bounded sequence and hence an double analytic sequence. In other
words y ∈ Λ2. Therefore (χ2)∗ = Λ2.This completes the proof.

Proposition 3.3 χ2 is separable.

Proof:It is routine verification. Therefore omit the proof.

Proposition 3.4 Λ2 is not separable.

Proof:Since |xmn|1/m+n → 0asm, n → ∞,so it may so happen that first row or
column may not be convergent, even may not be bounded. Let S be the set that has
double sequences such that the first row is built up of sequences of zeros and ones.
Then S will be uncountable. Consider open balls of radius 3−1 units. Then these
open balls will not cover Λ2.Hence Λ2is not separable. This completes the proof.

Proposition 3.5 χ2is not reflexive.

Proof:χ2is separable by Proposition 3.3. But (χ2)∗ = Λ2, by Proposition 3.2.
Since Λ2 is not separable, by Proposition 3.4. Therefore χ2 is not reflexive. This
completes the proof.

Proposition 3.6 χ2 is not an inner product space as such not a Hilbert space.
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Proof: Let us take

x = xmn =


1/2!, 1/3!, 0, 0, ...

0, 0, 0, 0, ...
.
.
.


and

y = ymn =

1/2!, −1/3!, 0, 0, . . .
0, 0, 0, 0,
...

...
...



d(x, 0) = sup

(2! |x11 − 0|)1/2 , (3! |x12 − 0|)1/3 , ...

(3! |x21 − 0|)1/3 , (4! |x22 − 0|)1/4 , ...
...

...
...



= sup

(2! |1/2!− 0|)1/2 , (3! |1/3!− 0|)1/3 , ...
0, 0, ...
...

...
...



= sup

(1)
1/2

, (1)
1/3

, 0, . . .
0, 0, 0, . . .
...

...
...

...


d(x, 0) = 1.

Similarly d(x, 0) = 1. Hence d(x, 0) = d(y, 0) = 1

x+ y =


1/2!, 1/3!, 0 , 0 ...

0, 0, 0, 0, ...
...

...
...

. . .
...

0, 0, 0, 0, ...

+


1/2!, −1/3!, 0, 0 ...

0, 0, 0, 0, . . .
...

...
...

. . .
...

0, 0, 0, 0, . . .



=


1, 0, 0, 0 . . .
0, 0, 0, 0, . . .
...

...
...

. . .
...

0, 0, 0, 0, . . .



d(x+ y, x+ y) =sup
{

((m+ n)! (|xmn + ymn| − |xmn − ymn|))1/m+n

: m,n = 1, 2, 3, ...}
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d(xmn + ymn, 0) = sup

(
(2! |x11 + y11|)1/2 , (3! |x12 + y12|)1/3 , . . .

...
...

)

= sup

(
(2! |1/2! + 1/2!|)1/2 , (3! |1/3!− 1/3!|)1/3 , . . .

...
...

)

= sup

(2)
1/2

, 0, . . .
0, 0, . . .
...

 = sup

1.414, 0, . . .
0, 0, . . .
...

...

 = 1.414

Therefore d(x+ y, 0) = 1.414. Similarly d(x− y, 0) = 1.26
By parellogram law,

[d(x+ y, 0)]
2

+ [d(x− y, 0)]
2

= 2
[
(d(x, 0))2 + (d(0, y))2

]
=⇒

(1.414)2 + 1.262 = 2
[
12 + 12

]
=⇒

3.586996 = 4.

Hence it is not satisfied by the law. Therefore χ2 is not an inner product space.
Assume that χ2 is a Hilbert space. But then χ2 would satisfy reflexivity condition.
[Theorem 4.6.6 [42]] . Proposition 3.5, χ2 is not reflexive. Thus χ2 is not a Hilbert
space. This completes the proof.

Proposition 3.7 χ2 is rotund.

Proof: Let us take

x = xmn =

1/2!, 0, 0, 0 . . .
0, 0, 0, 0, . . .
...

...
...

...

 and y = ymn =

1/2!, 0, 0, 0, . . .
0, 0, 0, 0, . . .
...

...
...

...


Then x = (xmn) and y = (ymn) are in χ2. Also

d(x, y) =

sup


(2! |x11 − y11|)

1
1 , ... ((n+ 1)! |x1n − y1n|)

1
1+n , 0, . . .

...
...

((m+ 1)! |xm1 − ym1|)
1

m+1 , . . . ((m+ n)! |xmn − ymn|)
1

m+n , 0, . . .
0, ... 0, ...


Therefore

d(x, 0) = sup


1, 0, 0, 0 . . .
0, 0, 0, 0, . . .
...

...
...

...
0, 0, 0, 0, . . .

 , d(0, y) = 1.



102 N. Subramanian, U. K. Misra

Obviously x = (xmn) 6= y = (ymn). But

(xmn) + (ymn) =

1/2!, 0, 0 , 0 . . .
0, 0, 0, 0, . . .
...

...
...

...

+

1/2!, 0, 0, 0 . . .
0, 0, 0, 0, . . .
...

...
...

...


=

1, 0, 0, 0 . . .
0, 0, 0, 0, . . .
...

...
...

...



d(
xmn + ymn

2
, 0)

= sup


(2!|x11+y11|)1/2

2 , ... ((1+n)!|x1n+y1n|)1/n+1

2 , 0, . . .
...

. . .
...

...
...

((m+1)!|xm1+ym1|)1/m+1

2 , . . . , ((m+n)!|xmn+ymn|)1/m+n

2 , 0, . . .


d(
xmn + ymn

2
, 0) = sup

(21/2)/2, 0, 0, 0 . . .
0, 0, 0, 0, . . .
...

...
...

...

 = 0.71.

Therefore χ2 is rotund. This completes the proof.

Proposition 3.8 Weak convergence and strong convergence are equivalent in χ2.

Proof: Step1: Always strong convergence implies weak convergence.
Step2: So it is enough to show that weakly convergence implies strongly convergence

in χ2.y(η) tends to weakly in χ2, where (y
(η)
mn) = y(η) and y = (ymn). Take any

x = (xmn) ∈ χ2 and

f(z) =

∞∑
m,n=1

((m+ n)! |zmnxmn|)1/m+n
foreachz = (zmn) ∈ χ2 (6)

Then f ∈ (χ2)∗ by Proposition 3.2. By hypothesis f(yη)→ f(y)asη →∞.

f
(
y(η) − y

)
→ 0 as η →∞. =⇒ (7)

∞∑
m,n=1

(∣∣∣y(η)mn − ymn
∣∣∣1/m+n

((m+ n)!)
1/m+n |xmn|1/m+n

)
→ 0 as η →∞.

By using (6) and (7) we get since x = (xmn) ∈ Λ2 we have

∞∑
m,n=1

|xmn|1/m+n
<∞ for all x ∈ Λ2.
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=⇒
∞∑

m,n=1

(
(m+ n)!

∣∣∣y(η)mn − ymn
∣∣∣)1/m+n

→ 0 as η →∞.

=⇒ sup
mn

(
(m+ n)!

∣∣∣(y(η)mn − ymn), 0
∣∣∣)1/m+n

→ 0 as η →∞.

=⇒ sup
mn

(
(m+ n)!

∣∣∣y(η)mn − ymn
∣∣∣)1/m+n

→ 0 as η →∞.

=⇒ d
((
y(η) − y

)
, 0
)
→ 0 as η →∞.

=⇒ d
(
y(η) − y

)
→ 0 as η →∞.

This completes the proof.

Proposition 3.9 There exists an infinite matrix A for which χ2
A = χ2.

Proof: Consider the matrix



2!y11, 3!y12, ..., (1 + n)!y1n, 0, 0 ...
3!y21, 4!y22, ..., (2 + n)!y2n, 0, 0 ...

...
...

...
...

...
...

(m+ 1)!ym1, (m+ 2)!ym2, ..., (m+ n)!ymn, 0, 0 ...
0, 0, ..., 0, 0, 0 ...
...

...
...

...
...

...



=



1, 0, 0, ...
1, 0, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
.
.
.





2!x11, 3!x12, ..., (1 + n)!x1n, 0 ...
3!x21, 4!x22, ..., (2 + n)!x2n, 0 ...

...
...

...
...

...
(m + 1)!xm1, (m + 2)!xm2, ..., (m + n)!xmn, 0, ...

0, 0, . . . , 0, 0 ...
...

...
...

...
...
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2!y11, 3!y12, ..., (1 + n)!y1n, 0, 0 ...
3!y21, 4!y22, ..., (2 + n)!y2n, 0, 0 ...
.
.
.

(m+ 1)!ym1, (m+ 2)!ym2, ..., (m+ n)!ymn, 0, 0 ...
0, 0, ..., 0, 0, 0 ...
.
.
.



=



2!x11, ..., (1 + n)!x1n, 0, ...
2!x11, ..., (1 + n)!x1n, 0, ...
3!x21, ..., (2 + n)!x2n, 0, ...
3!x21, ..., (2 + n)!x2n, 0, ...
3!x21, ..., (2 + n)!x2n, 0, ...
3!x21, ..., (2 + n)!x2n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...
4!x31, ..., (3 + n)!x3n, 0, ...

...
...

...



2!y11, ..., (1 + n)!y1n = 2!x11, ..., (1 + n)!x1n

3!y21, ..., (2 + n)!y2n = 2!x11, ..., (1 + n)!x1n

4!y31, ..., (3 + n)!y3n = 3!x21, ..., (2 + n)!x2n

5!y41, ..., (4 + n)!y4n = 3!x21, ..., (2 + n)!x2n

6!y51, ..., (5 + n)!y5n = 3!x21, ..., (2 + n)!x2n

7!y61, ..., (6 + n)!y6n = 3!x21, ..., (2 + n)!x2n

...

and so on. For any x = (xmn) ∈ χ2.

|(Ax)mn| =
lim

m,n→∞ ((m+ n)! |Σxmn|)1/m+n ≤ d(x, 0)

where metric is taken χ2.

[d(x, 0)]χ2
A
≤ [d(x, 0)]χ2 (8)
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Conversely, Given x ∈ [d(x, 0)]χ2
A

fix any m,n then,

lim
m,n→∞ ((m+ n)! |xmn|)1/m+n ≤ (Ax)mn.

=⇒ lim
m,n→∞ ((m+ n)! |xmn|)1/m+n ≤ [d(x, 0)]χ2

A

[d(x, 0)]χ2 ≤ [d(x, 0)]χ2
A
.

Therefore the matrix A = (x`kmn) for whcich the summability field
[d(x, 0)]χ2 = [d(x, 0)]χ2

A
is given by

A =



1, 0, 0, ...
1, 0, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
...


//Program for generalization:
#include 〈iostream.h〉
#include 〈conio.h〉
#include 〈math.h〉
#include 〈fstream.h〉
void main()
{
clrscr() ;
int m,n,i,nn=0,j,count=1,k,1pp,abc;
ofstream fout,fout 1;
fout.open(”aa1.txt”);
fout1.open(”aa2.txt”);
cout << ”enter the value of m:”;
cin>> m;
for(i=1;i<=m;i++)
{
nn=nn+pow(2,i);
}
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i=0
while(count<=nn)
{
cout<< ”− ”;
fout<< ”− ”;
for(abc=1;abc<=m+2;abc++)
{
cout<< ” ”;
fout<< ” ”;
}
cout<< ”− \n”;
fout<< ”− ”\n;
for(j = 1; j <= m; j + +)
{
for(k=1;k<=pow(2,j);k++)
{
for(pp=1;pp<=3;pp++)
{
fout1<< count+ pp << ”!Y ” << count << ”, ” << pp << ” ”;
}
fout1<< ”...(”‘ << count << ” + n)!Y ” << count << ”, n = ”;
cout<< ” | ”;
fout<< ” | ”;
for(int q=1;q<=m+1;q++)
{
if(q==j)
{
cout<< ”1”;
fout<< ”1”;
}
else
{
cout<< ”0”;
fout<< ”0”;
}
}
for(int l=1;l<=3;l++)
{
foutl<< j + 1 << ”!X” << ”j” << ”, ” <<l<< ””;
}
fout1<< ”...(”‘ << j << ”′ + n)!X” << j << ”n”;
cout<< ”... | \n”;
fout<< ”... | \n”;
fout1<< ”... | \n”;
count++;
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}
}
}
cout<< ” · \n · \n · \n”;
fout<< ” · \n · \n · \n”;
cout<< ” | −”;
fout<< ” | −”;
for(abc=1;abc<<=m+1;abc++)
{
cout<< ” ”;
fout<< ” ”;
}
cout<< ”− | ”;
fout<< ”− | ”;
fout1<< ”.\n.\n.\n”;
fout.close();
fout1.close();
getch();
}
SAMPLE INPUT/OUTPUT:
Enter the value of m=3

1, 0, 0, ...
1, 0, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
0, 0, 1, 0, ...
...


2!Y1,1, ..., (1 + n)!Y1,n = 2!X1,1, ..., (1 + n)!X1,n

3!Y2,1, ..., (2 + n)!Y2,n = 2!X1,1, ..., (1 + n)!X1,n

4!Y3,1, ..., (3 + n)!Y3,n = 3!X2,1, ..., (2 + n)!X2,n

5!Y4,1, ..., (4 + n)!Y4,n = 3!X2,1, ..., (2 + n)!X2,n

6!Y5,1, ..., (5 + n)!Y5,n = 3!X2,1, ..., (2 + n)!X2,n

7!Y6,1, ..., (6 + n)!Y6,n = 3!X2,1, ..., (2 + n)!X2,n
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8!Y7,1, ..., (7 + n)!Y7,n = 4!X3,1, ..., (3 + n)!X3,n

9!Y8,1, ..., (8 + n)!Y8,n = 4!X3,1, ..., (3 + n)!X3,n

10!Y9,1, ..., (9 + n)!Y9,n = 4!X3,1, ..., (3 + n)!X3,n

11!Y10,1, ..., (10 + n)!Y10,n = 4!X3,1, ..., (3 + n)!X3,n

12!Y11,1, ..., (11 + n)!Y11,n = 4!X3,1, ..., (3 + n)!X3,n

13!Y12,1, ..., (12 + n)!Y12,n = 4!X3,1, ..., (3 + n)!X3,n

14!Y13,1, ..., (13 + n)!Y13,n = 4!X3,1, ..., (3 + n)!X3,n

15!Y14,1, ..., (14 + n)!Y14,n = 4!X3,1, ..., (3 + n)!X3,n

...
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1. Introduction

In 2000, Ezeilo [5] proved two instability theorems for the fourth order nonlinear
differential equations without delay

x(4) + a1x
′′′ + g(x, x′, x′′, x′′′)x′′ + h(x)x′ + f(x, x′, x′′, x′′′) = 0 (1.1)

and
x(4) + p(x′′′, x′′) + q(x, x′, x′′, x′′′)x′′ + a3x

′ + a4x = 0. (1.2)

In this paper, instead of Eq. (1.1) and Eq. (1.2), we consider the fourth order
nonlinear differential equations with a variable deviating argument, τ(t) :

x(4)(t) + a1x
′′′(t) + g(x(t− τ(t)), ..., x′′′(t− τ(t)))x′′

+ h(x(t))x′(t) + f(x(t− τ(t)), ..., x′′′(t− τ(t)))x(t) = 0 (1.3)

and

x(4)(t) + p(x′′′(t), x′′(t)) + q(x(t− τ(t)), ..., x′′′(t− τ(t)))x′′

+ a3x
′(t) + a4x(t) = 0. (1.4)
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We write Eq. (1.3) and Eq. (1.4) in system form as

x′ = y,

y′ = z,

z′ = u,

u′ = −a1u− g(x(t− τ(t)), ..., u(t− τ(t)))z − h(x)y

−f(x(t− τ(t)), ..., u(t− τ(t)))x (1.5)

and

x′ = y,

y′ = z,

z′ = u,

u′ = −p(u, z)− q(x(t− τ(t)), ..., u(t− τ(t)))z

−a3y − a4x, (1.6)

respectively, where τ(t) is fixed delay, t−τ(t) is strictly increasing, lim
t→∞

(t−τ(t)) =∞,
t ∈ <+ = [0,∞); a1, a3 and a4 are constants; g, h, f, p and q are continuous functions
in their respective arguments on <4, <, <4, <2 and <4, respectively, with p(0, z) = 0
and satisfy a Lipschitz condition in their respective arguments; the derivative ∂p

∂z (u, z)
exists and is also continuous. Hence, the existence and uniqueness of the solutions of
Eq. (1.3) and Eq. (1.4) are guaranteed (see [[2], pp.14]). We assume in what follows
that x(t), y(t), z(t) and u(t) are abbreviated as x, y, z and u , respectively.

So far, the instability of solutions to certain fourth order nonlinear scalar and
vector differential equations without delay has been investigated by many authors
(see Dong and Zhang [1], Ezeilo ([3]-[5]), Li and Duan [8], Li and Yu [9], Lu and Liao
[10], Sadek [11], Skrapek [12], Sun and Hou [13], Tiryaki [14], Tunç ([15]-[18]), C. Tunç
and E. Tunç [20] and the references cited thereof). However, by now, the instability
of solutions to fourth order nonlinear differential equations with deviating arguments
has only been studied by Tunç [19]. This paper is the second attempt on the topic
in the literature. It is worth mentioning that throughout all of the papers, based on
Krasovskii’s properties (see Krasovskii [6]), the Lyapunov’s second (or direct) method
has been used as a basic tool to prove the results established therein. The motivation
for this paper comes from the above mentioned papers. Our aim is to carry out the
results established in Ezeilo [5] to nonlinear differential equations of fourth order, Eq.
(1.3) and Eq. (1.4), with a deviating argument for the instability of zero solution of
these equations.

Note that the instability criteria of Krasovskii [6] can be summarized as the fol-
lowing: According to these criteria, it is necessary to show here that there exists a
Lyapunov function V (.) ≡ V (x, y, z, u) which has Krasovskii properties, say (K1),
(K2) and (K3) :

(K1) In every neighborhood of (0, 0, 0, 0) , there exists a point (ξ, η, ζ, µ) such that
V (ξ, η, ζ, µ) > 0 ;
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(K2) the time derivative V̇ = d
dtV (x, y, z, u) along solution paths of the system

(1.5) is positive semi-definite;
(K3) the only solution (x, y, z, u) = (x(t), y(t), z(t), u(t)) of the system (1.5) which

satisfies V̇ = 0, (t ≥ 0), is the trivial solution (0, 0, 0, 0).
Let r ≥ 0 be given, and let C = C([−r, 0], <n) with

‖φ‖ = max
−r≤s≤0

|φ(s)| , φ ∈ C.

For H > 0 define CH ⊂ C by

CH = {φ ∈ C : ‖φ‖ < H}.

If x : [−r, A) → <n is continuous, 0 < A ≤ ∞, then, for each t in [0, A), xt in C
is defined by

xt(s) = x(t+ s),−r ≤ s ≤ 0, t ≥ 0.

Let G be an open subset of C and consider the general autonomous delay differ-
ential system with finite delay

ẋ = F (xt), xt = x(t+ θ),−r ≤ θ ≤ 0, t ≥ 0,

where F (0) = 0 and F : G→ <n is continuous and maps closed and bounded sets into
bounded sets. It follows from these conditions on F that each initial value problem

ẋ = F (xt), x0 = φ ∈ G

has a unique solution defined on some interval [0, A), 0 < A ≤ ∞. This solution will
be denoted by x(φ)(.) so that x0(φ) = φ.

Definition 1.1. Let F (0) = 0. The zero solution, x = 0, of ẋ = F (xt) is stable if for
each ε > 0 there exists δ = δ(ε) > 0 such that ‖φ‖ < δ implies that |x(φ)(t)| < ε for
all t ≥ 0. The zero solution is said to be unstable if it is not stable.

Theorem 1.1. (Instability Theorem of Cetaev’s). Let Ω be a neighborhood of the
origin. Let there be given a function V (x) and region Ω1 in Ω with the following
properties:

(i) V (x) has continuous first partial derivatives in Ω1.
(ii) V (x) and V̇ (x) are positive in Ω1.
(iii) At the boundary points of Ω1 inside Ω, V (x) = 0.
(iv) The origin is a boundary point of Ω1.

Under these conditions the origin is unstable (see LaSalle and Lefschetz [7]).

2. Main results

The first main result is the following theorem.
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Theorem 2.1. Suppose that

f(x(t− τ(t)), ..., u(t− τ(t)))− 1

4
g2(x(t− τ(t)), ..., u(t− τ(t))) > 0

for arbitrary x(t−τ(t)), ..., u(t−τ(t)). Then the zero solution of Eq. (1.3) is unstable.

Proof. Consider the Lyapunov function V = V (x, y, z, u) defined by

V= yz +
1

2
a1y

2 − xu− a1xz −
x∫

0

h(s)sds, (where a1 is a constant),

so that

V (0, ε2, ε, 0) = ε3 +
1

2
a1ε

4 > 0

for sufficiently small ε. In fact, if ε is an arbitrary positive constant, then

V (0, ε2, ε, 0) > 0

for sufficiently small ε. Thus V satisfies the property (K1), (see [6]).

By an elementary differentiation the time derivative of V along the solutions of
(1.5) can be estimated as follows

V̇ = z2 + xzg(x(t− τ(t)), ..., u(t− τ(t))) + x2f(x(t− τ(t)), ..., u(t− τ(t)))

= [z + 2−1xg(x(t− τ(t)), ..., u(t− τ(t)))]2

+

[
f(x(t− τ(t)), ..., u(t− τ(t)))− 1

4
g2(x(t− τ(t)), ..., u(t− τ(t)))

]
x2

≥
[
f(x(t− τ(t)), ..., u(t− τ(t)))− 1

4
g2(x(t− τ(t)), ..., u(t− τ(t)))

]
x2 > 0.

Thus V satisfies the property (K2), (see [6]).

Further, it follows that V̇ = 0⇔ x = 0. In turn, this implies that

x = y = z = u = 0.

Thus V satisfies the property (K3), (see [6]). This completes the proof of Theorem
2.1.

Example 2.1. Consider nonlinear differential equation of fourth order with a variable
deviating argument, τ(t) = t/2 :

x(4) + x′′′ + {2 +
2

1 + x2(t/2) + ...+ x′′′2(t/2)
}x′′

+ 4xx′ + (9 + x2(t/2) + ....+ x′′′2(t/2))x = 0
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so that

x′ = y,

y′ = z,

z′ = u,

u′ = −u− {2 +
2

1 + x2(t/2) + ...+ u2(t/2)
}z − 4xy

−{9 + x2(t/2) + ...+ u2(t/2)}x(t) = 0.

We have the following estimates:

a1 = 1,

τ(t) = t/2,

g(x(t− τ(t)), ..., u(t− τ(t))) = 2 +
2

1 + x2(t/2) + ...+ u2(t/2)
,

h(x) = 4x

and
f(x(t− τ(t)), ..., u(t− τ(t))) = 9 + x2(t/2) + ...+ u2(t/2)

so that

f(.)− 1

4
g2(.) = 9 + x2(t/2) + ...+ u2(t/2)

−
[
1 +

1

1 + x2(t/2) + ...+ u2(t/2)

]2
> 0.

This shows that the zero solution of the above equation is unstable.

The second main result is the following theorem.

Theorem 2.2. Suppose that

p(0, z) = 0, a4 > 0 and a4 −
1

4
q2(x(t− τ(t)), ..., u(t− τ(t))) > 0

for arbitrary x(t− τ(t)), ..., u(t− τ(t)), and ∂p
∂z (u, z)sgnu ≤ 0 for arbitrary u, z.

Then the zero solution of Eq. (1.4) is unstable for arbitrary a3.

Proof. Consider the Lyapunov function V1 = V1(x, y, z, u) defined by

V1= −
u∫

0

p(s, z)ds− a3yu+
1

2
a3z

2 − a4xu+ a4yz

so that

V1(0, ε2, ε, 0) = a4ε
3 +

1

2
a3ε

4 > 0, (a4 > 0), (a3 ∈ <),
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for sufficiently small ε. Indeed, if ε is an arbitrary positive constant, then

V1(0, ε2, ε, 0) > 0

for sufficiently small ε. Thus V1 satisfies the property (K1), (see [6]).
The time derivativeof V1 along the solutions of (1.6) can be calculated as follows:

V̇1 = −u′ {p(u, z) + a3y + a4x}+ a4z
2 − u

u∫
0

∂p

∂z
(s, z)ds

= u′ {u′ + q(x(t− τ(t)), ..., u(t− τ(t)))z}

+a4z
2 − u

u∫
0

∂p

∂z
(s, z)ds.

The last estimate leads

V̇1 = {u′ + 2−1q(x(t− τ(t)), ..., u(t− τ(t)))z}2

+{a4 − 4−1q2(x(t− τ(t)), ..., u(t− τ(t)))}z2

−u
u∫

0

∂p

∂z
(s, z)ds

so that

V̇1 ≥ {u′ + 2−1q(x(t− τ(t)), ..., u(t− τ(t)))z}2

+{a4 − 4−1q2(x(t− τ(t)), ..., u(t− τ(t)))}z2 > 0.

Thus V1 satisfies the property (K2), (see [6]).
On the other hand, V̇1 = 0 ⇔ z = 0, this implies that z = u = 0. System (1.6)

and V̇1 = 0 leads that

a3y + a4x = 0⇒ a3x
′ + a4x = 0.

Because of x′′ = 0, it follows that x′ =constant so that a3x
′ + a4x = 0 ⇒

x =constant. However, this implies x′ = 0 since a4 6= 0. Hence a4 > 0 implies
x = 0. Thus V1 satisfies the property (K3), (see [6]). This completes the proof of
Theorem 2.2.

Example 2.2. Consider nonlinear differential equation of fourth order with a variable
deviating argument, τ(t) = t/2 :

x(4) − (arctgx′′)x′′′ + 2 cos(x(t/2) + ...+ x′′′(t/2))x′′ + 3x′ + 4x = 0.

so that

x′ = y,

y′ = z,

z′ = u,

u′ = (arctgz)u− 2 cos(x(t/2) + ...+ u(t/2))z − 3y − 4x.
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We have the following estimates:

τ(t) = t/2, a3 = 3, a4 = 4,

p(u, z) = − (arctgz)u,

∂p

∂z
(u, z)sgnu = − u

1 + z2
sgnu ≤ 0,

q(x(t− τ(t)), ..., u(t− τ(t))) = 2 cos(x(t/2) + ...+ u(t/2)),

so that

a4 −
1

4
q2(.) = 4− cos2(x(t/2) + ...+ u(t/2)) > 0.

This shows that the zero solution of the above equation is unstable.
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65080, Van, Turkey

Received 1.08.2012, Revisted 29.08.2012, Accepted 25.10.2013



J o u r n a l of
Mathematics
and Applications

JMA No 36, pp 121-130 (2013)

COPYRIGHT c© by Publishing Department Rzeszów University of Technology
P.O. Box 85, 35-959 Rzeszów, Poland

Instability to nonlinear vector differential
equations of fifth order with constant delay

Cemil Tunç
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1. Introduction

In 2003, Sadek [5] considered the nonlinear vector differential equation of the fifth
order:

X(5) + Ψ(Ẍ)
...
X + Φ(Ẍ) + Θ(Ẋ) + F (X) = 0. (1.1)

The author gave certain sufficient conditions, which guarantee the instability of the
zero solution of Eq. (1.1).

In this paper, instead of Eq. (1.1), we consider its delay form as follows:

X(5) + Ψ(Ẍ)
...
X + Φ(X, Ẋ, Ẍ)Ẍ +H(Ẋ(t− τ)) + F (X(t− τ)) = 0, (1.2)

whereX ∈ <n, τ > 0 is the constant deviating argument, Ψ and Φ are continuous n×n
-symmetric matrix functions for the arguments displayed explicitly, H : <n → <n and
F : <n → <n with H(0) = F (0) = 0, and H and F are continuous functions for the
arguments displayed explicitly. It is assumed the existence and the uniqueness of the
solutions of Eq. (1.2).

Eq. (1.2) is the vector version for systems of real nonlinear differential equations
of the fifth order:

x
(5)
i +

n∑
k=1

ψik(x′′1 , , ..., x
′′
k)x′′′k +

n∑
k=1

φik(x1, , ..., xk, ..., x
′′
1 , , ..., x

′′
k)x′′k

+ hi(x
′
1(t− τ), ..., x′n(t− τ)) + fi(x1(t− τ), ..., xn(t− τ)) = 0,

for i = 1, 2, ..., n.



122 C. Tunç

Instead of Eq. (1.2), we consider its equivalent differential system

Ẋ = Y, Ẏ = Z, Ż = W, Ẇ = U,

U̇ = − Ψ(Z)W − Φ(X,Y, Z)Z −H(Y )− F (X)

+

t∫
t−τ

JH(Y (s))Z(s)ds+

t∫
t−τ

JF (X(s))Y (s)ds, (1.3)

which was obtained by setting Ẋ = Y, Ẍ = Z,
...
X = W and X(4) = U from Eq. (1.2).

JF (X) and JH(Y ) denote the Jacobian matrices corresponding to the functions
F (X) and H(Y ) , respectively. It is clear that

JF (X) =

(
∂fi
∂xj

)
and

JH(Y ) =

(
∂hi
∂yj

)
, (i, j = 1, 2, ..., n),

where (x1, ..., xn), (y1, ..., yn), (f1, ..., fn) and (h1, ..., hn) are components of X, Y, F
and H, respectively. Throughout what follows, it is assumed that JF (X) and JH(Y )
exist and are symmetric and continuous.

It should be noted that since 1978 till now the instability of the solutions of cer-
tain scalar differential equations of the fifth order without and with delay and vector
differential equations of the fifth order without delay was discussed in the literature.
For a comprehensive treatment of the subject, we refer the readers to the papers of
Ezeilo [2], Sadek [5], Sun and Hou [6], Tunç ([7]-[14]), Tunç and Erdogan [15], Tunç
and Karta [16], Tunç and Şevli [17] and the references cited in these sources. How-
ever, a review to date of the literature indicates that the instability of solutions of
vector differential equations of the fifth order with delay has not been investigated.
This paper is the first known publication regarding the instability of solutions for the
nonlinear vector differential equations of the fifth order with a deviating argument.
The motivation of this paper comes from the above papers done on scalar differential
equations of the fifth order without and with delay and the vector differential equa-
tions of the fifth order without delay. Our aim is to achieve the results established in
Sadek [[5], Theorem 3] to Eq. (1.2). By this work, we improve the results of Sadek
[[5], Theorem 3] to a vector differential equation of the fifth order with delay. Based
on Krasovskii’s criterions [3], we prove our main result, and an example is also pro-
vided to illustrate the feasibility of the proposed result. The result to be obtained is
new and different from that in the papers mentioned above.

Note that the instability criteria of Krasovskii [3] can be summarized as the fol-
lowing: According to these criteria, it is necessary to show here that there exists a
Lyapunov- Krasovskii functional V (.) ≡ V (X,Y, Z,W,U) which has Krasovskii prop-
erties, say (K1), (K2) and (K3) :
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(K1) In every neighborhood of (0, 0, 0, 0, 0), there exists a point (ξ1, ..., ξ5) such
that V (ξ1, ..., ξ5) > 0,

(K2) the time derivative d
dtV (.) along solution paths of (1.3) is positive semi-

definite,
(K3) the only solution (X,Y, Z,W,U) = (X(t), Y (t), Z(t),W (t), U(t)) of (1.3)

which satisfies d
dtV (.) = 0, (t ≥ 0), is the trivial solution (0, 0, 0, 0, 0).

The symbol 〈X,Y 〉 corresponding to any pair X, Y in <n stands for the usual

scalar product
n∑
i=1

xiyi, that is, 〈X,Y 〉 =
n∑
i=1

xiyi; thus 〈X,X〉 = ‖X‖2 , and λi(Ω),

(i = 1, 2, ..., n), are the eigenvalues of the real symmetric n×n - matrix Ω. The matrix
Ω is said to be negative-definite, when 〈ΩX,X〉 ≤ 0 for all nonzero X in <n.

2. Main results

Before introduction of the main result, we need the following results.

Lemma 2.1. (Bellman [1]). Let A be a real symmetric n× n -matrix and

a′ ≥ λi(A) ≥ a > 0, (i = 1, 2, ..., n),

where a′ and a are constants.
Then

a′ 〈X,X〉 ≥ 〈AX,X〉 ≥ a 〈X,X〉

and

a′
2

〈X,X〉 ≥ 〈AX,AX〉 ≥ a2 〈X,X〉 .

The following theorem, due to the Russian mathematician N. G. Četaev’s (LaSalle
and Lefschetz [4]).

Theorem 2.1. (Instability Theorem of Četaev’s). Let Ω be a neighborhood of the
origin. Let there be given a function V (x) and region Ω1 in Ω with the following
properties:

(i) V (x) has continuous first partial derivatives in Ω1.
(ii) V (x) and V̇ (x) are positive in Ω1.
(iii) At the boundary points of Ω1 inside Ω, V (x) = 0.
(iv) The origin is a boundary point of Ω1.

Under these conditions the origin is unstable.

Let r ≥ 0 be given, and let C = C([−r, 0], <n) with

‖φ‖ = max
−r≤s≤0

|φ(s)| , φ ∈ C.

For H > 0 define CH ⊂ C by
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CH = {φ ∈ C : ‖φ‖ < H}.

If x : [−r, A) → <n is continuous, 0 < A ≤ ∞, then, for each t in [0, A), xt in C
is defined by

xt(s) = x(t+ s),−r ≤ s ≤ 0, t ≥ 0.

Let G be an open subset of C and consider the general autonomous delay differ-
ential system with finite delay

ẋ = F (xt), F (0) = 0, xt = x(t+ θ),−r ≤ θ ≤ 0, t ≥ 0,

where F : G → <n is continuous and maps closed and bounded sets into bounded
sets. It follows from these conditions on F that each initial value problem

ẋ = F (xt), x0 = φ ∈ G

has a unique solution defined on some interval [0, A), 0 < A ≤ ∞. This solution will
be denoted by x(φ)(.) so that x0(φ) = φ.

Definition 2.2. The zero solution, x = 0, of ẋ = F (xt) is stable if for each ε > 0
there exists δ = δ(ε) > 0 such that ‖φ‖ < δ implies that |x(φ)(t)| < ε for all t ≥ 0.
The zero solution is said to be unstable if it is not stable.

The main result of this paper is the following theorem.

Theorem 2.2. In addition to the basic assumptions imposed on Ψ, Φ, H and F that
appear in Eq. (1.2), we assume that there exist positive constants a3, a4 and a5 such
that the following conditions hold:

Ψ(Z), Φ(X,Y, Z), JH(Y ) and JF (X) are symmetric,

F (0) = 0, F (X) 6= 0, (X 6= 0), λi(JF (X)) ≤ −a5
H(0) = 0, H(Y ) 6= 0, (Y 6= 0), |λi(JH(Y ))| ≤ a4

and
λi(Φ(X,Y, Z)) ≥ a3 for all X ∈ <n.

If

τ < min{ 2√
n
,

2a3
2
√
na4 +

√
na5
},

then the zero solution of Eq. (1.2) is unstable.

Remark 2.3. It should be noted that there is no sign restriction on eigenvalues of Ψ,
and it is clear that our assumptions have a very simple form and the applicability of
them can be easily verified.
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Proof. We define a Lyapunov-Krasovskii functional

V (.) = V (X(t), Y (t), Z(t),W (t), U(t)) :

V (.) =− 〈Y, F (X)〉 − 〈Z,U〉+
1

2
〈W,W 〉

−
1∫

0

〈H(σY ), Y 〉 dσ −
1∫

0

〈σΨ(σZ)Z,Z〉 dσ

− λ
0∫
−τ

t∫
t+s

‖Y (θ)‖2 dθds− µ
0∫
−τ

t∫
t+s

‖Z(θ)‖2 dθds,

where λ and µ are certain positive constants; the constants λ and µ will be determined
later in the proof.

It is clear that V (0, 0, 0, 0, 0) = 0 and

V (0, 0, 0, ε, 0) =
1

2
〈ε, ε〉 =

1

2
‖ε‖2 > 0

for all arbitrary ε 6= 0, ε ∈ <n, which verifies the property (P1) of Krasovskii [3].

Using a basic calculation,the time derivative of V (.) along solutions of (1.3) results
in

d

dt
V (.) = − 〈Y, JF (X)Y 〉+ 〈Ψ(Z)W,Z〉+ 〈Z,Φ(X,Y, Z)Z〉

+ 〈H(Y ), Z〉+ <

t∫
t−τ

JF (X(s))Y (s)ds, Z >

+ <

t∫
t−τ

JH(Y (s))Z(s)ds, Z >

− d

dt

1∫
0

〈H(σY ), Y 〉 dσ − d

dt

1∫
0

〈σΨ(σZ)Z,Z〉 dσ

− λ
d

dt

0∫
−τ

t∫
t+s

‖Y (θ)‖2 dθds− µ d
dt

0∫
−τ

t∫
t+s

‖Z(θ)‖2 dθds.
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It can be easily seen that

d

dt

1∫
0

〈H(σY ), Y 〉 dσ = 〈H(Y ), Z〉 ,

d

dt

1∫
0

〈σΨ(σZ)Z,Z〉 dσ = 〈Ψ(Z)W,Z〉 ,

d

dt

0∫
−τ

t∫
t+s

‖Y (θ)‖2 dθds = ‖Y ‖2 τ −
t∫

t−τ

‖Y (θ)‖2 dθ,

d

dt

0∫
−τ

t∫
t+s

‖Z(θ)‖2 dθds = ‖Z‖2 τ −
t∫

t−τ

‖Z(θ)‖2 dθ,

<

t∫
t−τ

JF (X(s))Y (s)ds, Z > ≥ −‖Z‖

∥∥∥∥∥∥
t∫

t−τ

JF (X(s))Y (s)ds

∥∥∥∥∥∥
≥ −
√
na5 ‖Z‖

∥∥∥∥∥∥
t∫

t−τ

Y (s)ds

∥∥∥∥∥∥
≥ −
√
na5 ‖Z‖

t∫
t−τ

‖Y (s)‖ ds

≥ −1

2

√
na5τ ‖Z‖2 −

1

2

√
na5

t∫
t−τ

‖Y (s)‖2 ds

and

<

t∫
t−τ

JH(Y (s))Z(s)ds, Z > ≥ −‖Z‖

∥∥∥∥∥∥
t∫

t−τ

JH(Y (s))Z(s)ds

∥∥∥∥∥∥
≥ −

√
na4 ‖Z‖

∥∥∥∥∥∥
t∫

t−τ

Z(s)ds

∥∥∥∥∥∥
≥ −

√
na4 ‖Z‖

t∫
t−τ

‖Z(s)‖ ds

≥ −1

2

√
na4τ ‖Z‖2 −

1

2

√
na4

t∫
t−τ

‖Z(s)‖2 ds
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so that

d

dt
V (.) ≥ −〈Y, JF (X)Y 〉+ 〈Z,Φ(X,Y, Z)Z〉

−1

2

√
na5τ 〈Z,Z〉 −

1

2

√
na5

t∫
t−τ

‖Y (s)‖2 ds

−1

2

√
na4τ 〈Z,Z〉 −

1

2

√
na4

t∫
t−τ

‖Z(s)‖2 ds

−λτ 〈Y, Y 〉+ λ

t∫
t−τ

‖Y (θ)‖2 dθ

−µτ 〈Z,Z〉+ µ

t∫
t−τ

‖Z(θ)‖2 dθ

≥ (a5 − λτ) ‖Y ‖2

+{a3 − (µ+
1

2

√
na4 +

1

2

√
na5)τ} ‖Z‖2

+ (λ− 1

2

√
na5)

t∫
t−τ

‖Y (s)‖2 ds

+ (µ− 1

2

√
na4)

t∫
t−τ

‖Z(s)‖2 ds.

Let

λ =
1

2

√
na5

and

µ =
1

2

√
na4

so that

d

dt
V (.) ≥ {(a5 −

1

2

√
na5)τ} ‖Y ‖2 + {(a3 − (

√
na4 +

1

2

√
na5)τ} ‖Z‖2 .

If τ < min{ 2√
n
, 2a3
2
√
na4+

√
na5
}, then we have for some positive constants k1 and k2

that

d

dt
V (.) ≥ k1 ‖Y ‖2 + k2 ‖Z‖2 ≥ 0,

which verifies the property (P2) of Krasovskii [3].
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On the other hand, it follows that

d

dt
V (.) = 0⇔ Y = Ẋ = 0, Z = Ẏ = 0,W = Ż = 0, U = Ẇ = 0 for all t ≥ 0.

Hence
X = ξ, Y = Z = W = U = 0,

where ξ is a constant vector.
Substituting foregoing estimates in the system (1.3), we get that F (ξ) = 0, which

necessarily implies that ξ = 0 since F (0) = 0. Thus, we have

X = Y = Z = W = U = 0 for all t ≥ 0.

Hence, the property (P3) of Krasovskii [3] holds
The proof of Theorem 2.2 is complete.

Example 2.4. In a special case of Eq. (1.2), for n = 2, we choose

Ψ(Z) =

[
z1 1
1 z2

]
,

Φ(X,Y, Z) =

[
9 + 1

1+x2
1+y

2
1+z

2
1

0

0 9 + 1
1+x2

2+y
2
2+z

2
2

]
,

H(Y (t− τ)) =

[
4y1(t− τ)
4y2(t− τ)

]
and

F (X(t− τ)) =

[
−3x1(t− τ)
−3x2(t− τ)

]
.

Then, the matrix Ψ(Z) is symmetric, and, by an easy calculation, we obtain

λ1(Φ(X,Y, Z)) = 9 +
1

1 + x21 + y21 + z21
,

λ2(Φ(X,Y, Z)) = 9 +
1

1 + x22 + y22 + z22
,

JH(Y ) =

[
4 0
0 4

]
and

JF (X) =

[
−3 0
0 −3

]
so that

λi(Φ(X,Y, Z)) ≥ 9 = a3 > 0,

|λi(JH(Y ))| = 4 = a4
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and
λi(JF (X)) ≤ −3 = −a5, (i = 1, 2).

Thus, if

τ < min{ 2√
2
,

8

8
√

2 + 3
√

2
},

then all the assumptions of Theorem 2.2 hold.
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