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2. A. Auwalu, E. Hinçal, L.N. Mishra: On Some Fixed Point Theorems
for Expansive Mappings in Dislocated Cone Metric Spaces with Banach
Algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3. B. Basti, Y. Arioua, N. Benhamidouche: Existence and Uniqueness
of Solutions for Nonlinear Katugampola Fractional Differential Equations . .35
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5. S. Çakan, Y. Yılmaz: A Generalization of the Hahn-Banach Theorem
in Seminormed Quasilinear Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6. W.G. El-Sayed, A.A.H. Abd El-Mowla: Nonincreasing Solutions
for Quadratic Integral Equations of Convolution Type . . . . . . . . . . . . . . . . . . . . . 95

7. V.K. Jain: On the Maximum Modulus of a Polynomial . . . . . . . . . . . . . . . . . .109
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Abstract: We present several fixed point theorems for monotone
nonlinear operators in ordered Banach spaces. The main assumptions of
our results are formulated in terms of the weak topology. As an applica-
tion, we study the existence of solutions to a class of first-order vector-
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well-known results.
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1. Introduction

Fixed point theory furnishes an effective and important tool for proving theoretical
as well as constructive existence for a variety of nonlinear problems arising from the
mathematical modelling of real world phenomena. The usual topological fixed point
methods (Schauder, Darbo, Sadovskii,. . . ) are generally only suited to nonlinear
problems with continuity and compactness. However, many problems in theory and
applications have no compactness. Some attempts have been made to overcome this
difficulty by using the weak topology, see [2, 3, 6, 7, 8, 9, 10, 11, 14, 34]. The interest
of the weak topology is mainly due to the vital role played by weak compactness in
the theory of infinite dimensional linear spaces. In particular, a Banach space X is
reflexive if and only if the closed unit ball is weakly compact. Equally, fixed point
theorems using the weak topology (Schauder-Tychonov, Arino-Gautier-Penot,. . .) are
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generally only suited to nonlinear problems with weak (sequential) continuity and
weak compactness. In several situations, the weak (sequential) continuity could rise
several difficulties. For example, in L1-spaces, which are the most natural functional
settings of many real world problems in physics and population dynamics (notably
when the unknown is a density), only linear superposition (Nemytskii) operators are
weakly (sequentially) continuous [4]. To our knowledge, the first paper where the
weak topology was successfully applied to fixed point theorems without requiring the
weak continuity of the involved operators, was [29]. In the quoted paper, the authors
used the concepts of ws-compactness and ww-compactness instead of the (sequen-
tial) weak continuity. Such concepts proved to be more effective in many practical
situations especially when we work in nonreflexive Banach spaces. This fact was il-
lustrated by proving the existence of an integrable solution for a stationary nonlinear
problem arising in transport theory and kinetic of gas and in many other situations
[12, 13, 16, 20, 21, 22, 29, 30].

In the present paper, we provide a new general treatment of fixed point theory
of monotone mappings in ordered vector spaces. Specifically, we will show how weak
topology is successfully used in conjunction with the order in fixed point problems.
As the functional setting of many nonlinear problems arising from the mathematical
modeling of real world phenomena is usually an ordered vector space, our approach
gives an extremely powerful and direct tool to investigate the solvability of a large
class of evolution equations with lack of compactness. To illustrate our results, we
investigate the solvability of a class of first-order vector-valued ordinary differential
equations. Before proceeding to the detailed discussion, we recall some related defi-
nitions and auxiliary results. Let X be a Banach space and let P be a subset of X.
The set P is called an order cone if and only if:

(i) P is closed, nonempty and P 6= {0},

(ii) a, b ∈ R, a, b ≥ 0, x, y ∈ P ⇒ ax+ by ∈ P,

(iii) x ∈ P and −x ∈ P ⇒ x = 0.

An order cone permits to define a partial order in X by

x ≤ y iff y − x ∈ P.

Conversely, let X be a real Banach space with a partial order compatible with the
algebraic operations in X, that is,

x ≥ 0 and λ ≥ 0 implies λx ≥ 0

x1 ≤ y1 and x2 ≤ y2 implies x1 + x2 ≤ y1 + y2.

The positive cone of X is defined by

X+ = {x ∈ X : 0 ≤ x}.
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Definition 1.1.

(i) A subset M ⊂ X is said order bounded if there exist u, v ∈ X such that
u ≤ x ≤ v, for all x ∈M.

(ii) The order cone P is called normal if and only if there is a number c > 0 such
that for all x, y ∈ X we have

0 ≤ x ≤ y ⇒ ‖x‖ ≤ c‖y‖. (1.1)

The least positive number c (if it exists) satisfying (1.1) is called a normal
constant.

Remark 1.2. If the cone P is normal, then every order interval is norm bounded
(see e.g. [23, Theorem 2.1.1]).

Remark 1.3. Let K be a compact Hausdorff space and E be an ordered Banach space
with normal positive cone. We denote by C(K,E) the Banach space of all continuous
E -valued functions on K endowed with the usual maximum norm. Plainly C(K,E)
is an ordered Banach space with the natural ordering whose positive cone is given by

C+(K,E) = {f ∈ C(K,E) : f(x) ∈ E+, ∀x ∈ K}.

Since E+ is normal so is C+(K,E).

The following definitions are frequently used in the sequel.

Definition 1.4. Let M ⊂ X. The operator T : M → X is said to be an increasing
operator if x, y ∈ M, x ≤ y implies Tx ≤ Ty. The operator T : M → X is said to be
a decreasing operator if x, y ∈M, x ≤ y implies Ty ≤ Tx.

Definition 1.5. Let M be a nonempty closed subset of X. The operator T : M → X
is said to be monotone-subcontinuous if for any monotone sequence (increasing or
decreasing) (xn) in M that converges strongly to x the sequence (Txn) converges
weakly to Tx.

The following elementary result serves as the key tool in the proof of more sophis-
ticated results.

Lemma 1.6. [26] Let X be an ordered real Banach space with a normal order cone.
Suppose that {xn} is a monotone sequence which has a subsequence {xnk

} converging
weakly to x∞. Then {xn} converges strongly to x∞. Moreover, if {xn} is an increa-
sing sequence, then xn ≤ x∞(n = 1, 2, 3, . . .); if {xn} is a decreasing sequence, then
x∞ ≤ xn (n = 1, 2, 3, . . .).

By a poset F = (F,≤) we mean a nonempty set F equipped with a partial ordering
relation ≤ .

Lemma 1.7. [25, Lemma 1.1.5] Let {xn} be a sequence in a poset F.
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(a) If {xn} is totally ordered, then it has a monotone subsequence.

(b) If {xn} is nondecreasing (resp. nonincreasing), then it has the supremum (resp.
the infimum) x if and only if x is the supremum (resp. the infimum) of some
of its subsequences.

Combining Lemma 1.6 and Lemma 1.7 we obtain the following interesting result.

Lemma 1.8. Let X be an ordered real Banach space with a normal order cone.
Suppose that {xn} is a totally ordered sequence which is contained in a relatively
weakly compact set. Then {xn} converges strongly in X.

In what follows, ψ will always denote a measure of weak noncompactness (MWNC)
on the Banach space X. We refer the reader to [5] for the axiomatic definition of a
measure of weak noncompactness. One of the most frequently exploited measure of
weak noncompactness was defined by De Blasi [15] as follows:

w(M) = inf{r > 0 : there exists W weakly compact such that M ⊆W +Br},

for each bounded subset M of X; Here, Br stands for the closed ball of X centered
at origin with radius r.
The following results are crucial for our purposes. We first state a theorem of Am-
brosetti type (see [31] for a proof).

Theorem 1.9. Let E be a Banach space and let H ⊆ C([0, T ], E) be bounded and
equicontinuous. Then the map t→ w(H(t)) is continuous on [0, T ] and

w(H) = sup
t∈[0,T ]

w(H(t)) = w(H[0, T ]),

where H(t) = {h(t) : h ∈ H} and H[0, T ] =
⋃
t∈[0,T ]{h(t) : h ∈ H}.

The following Lemma is well-known (see for example [32]).

Lemma 1.10. If H ⊆ C([0, T ], E) is equicontinuous and x0 ∈ C([0, T ], E), then
co(H ∪ {x0}) is also equicontinuous in C([0, T ], E).

2. Fixed point results

In this section, we prove some fixed point theorems for monotone mappings in ordered
Banach spaces. Our results combine the advantages of the strong topology (i.e. the
involved mappings will be continuous (or subcontinuous) with respect to the strong
topology) with the advantages of the weak topology (i.e. the maps will satisfy some
compactness conditions relative to the weak topology) to draw new conclusions about
fixed points for a given monotone map.

Theorem 2.1. Let X be an ordered Banach space with a normal cone P. Let u0, v0 ∈
X with u0 < v0 and A : [u0, v0]→ X be a monotone-subcontinuous increasing operator
satisfying the following:
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u0 ≤ Au0, Av0 ≤ v0. (2.1)

If, in addition, A verifies

(P(n0)): There exists an integer n0 ≥ 1 such that: for any monotone sequence
V = {xn} of [u0, v0] and any finite subset F of [u0, v0] of cardinal n0, we have:

V = F ∪An0(V ) implies V is relatively weakly compact.

Then, A has a minimal fixed point u∗ and a maximal fixed point u∗ in [u0, v0] and

u∗ = lim
n→∞

un and u∗ = lim
n→∞

vn, (2.2)

where un = Aun−1 and vn = Avn−1, n = 1, 2, . . .

u0 ≤ u1 ≤ · · ·u∗ ≤ u∗ ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0. (2.3)

Proof. Let un = Aun−1 and vn = Avn−1 for n ≥ 1. Since A is increasing, then

u0 ≤ u1 ≤ · · · ≤ un ≤ · · · vn ≤ · · · v1 ≤ v0. (2.4)

Let S = {u0, u1, . . . , un, . . .}. Clearly, for any integer k ≥ 1 we have

Ak(S) ∪ {u0, u1, . . . , uk−1} = S.

From our hypotheses we know that S is relatively weakly compact. Referring to
Lemma 1.8, we see that {un} is convergent. Let u∗ be its limit. The monotone-
subcontinuity of A yields Au∗ = u∗. Similarly, we can prove that {vn} converges to
some u∗ and Au∗ = u∗. Finally, we prove that u∗ and u∗ are the maximal and minimal
fixed points of A in [u0, v0]. Let x ∈ [u0, v0] and Ax = x. Since A is increasing, it
follows from u0 ≤ x ≤ v0 that Au0 ≤ Ax ≤ Av0, i.e. u1 ≤ x ≤ v1. Using the same
argument, we get u2 ≤ x ≤ v2 and, in general, un ≤ x ≤ vn (n = 1, 2, 3, . . .). Now,
letting n go to infinity we get u∗ ≤ x ≤ u∗.

As a convenient specialization of Theorem 2.1, we state the following.

Corollary 2.2. Let X be an ordered Banach space with a normal cone P. Let
u0, v0 ∈ X with u0 < v0 and A : [u0, v0]→ X be a monotone-subcontinuous increasing
operator satisfying the following:

u0 ≤ Au0, Av0 ≤ v0. (2.5)

If, in addition, A verifies

(P(1)): if V = {xn} is a monotone sequence of [u0, v0] and a ∈ [u0, v0], then
V = {a} ∪A(V ) implies V is relatively weakly compact.
Then A has a minimal fixed point u∗ and a maximal fixed point u∗ in [u0, v0] satisfying
(2.2) and (2.3).
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Proof. Apply Theorem 2.1 with n0 = 1.

Another consequence of Theorem 2.1 is the following. Recall that a measure
of weak noncompactness ψ on a Banach space X is said to be nonsingular if
ψ(M ∪ {a}) = ψ(M) for every a ∈ X and every nonempty bounded subset
M of X.

Corollary 2.3. Let X be an ordered Banach space with a normal cone P and ψ be
a nonsingular measure of weak noncompactness on X. Let u0, v0 ∈ X with u0 < v0
and A : [u0, v0] → X be a monotone-subcontinuous increasing operator satisfying the
following:

u0 ≤ Au0, Av0 ≤ v0. (2.6)

In addition, if for any Ω = {un} ⊂ [u0, v0] countable and monotone with ψ(Ω) 6= 0
we have

ψ(An0(Ω)) < ψ(Ω),

for some integer n0 ≥ 1. Then, A has a minimal fixed point u∗ and a maximal fixed
point u∗ in [u0, v0] satisfying (2.2) and (2.3).

Proof. By virtue of Theorem 2.1, it suffices to show that (P(n0)) holds true. To
do this, let V = {xn} be a monotone sequence of [u0, v0] and F be a finite subset of
[u0, v0] of cardinal n0 such that V = F ∪An0(V ). Since P is normal then, according to
Remark 1.2, the order interval [u0, v0] is bounded. This implies that V and An0(V )
are bounded and we have ψ(V ) = ψ(F ∪ An0(V )) = ψ(An0(V )). Consequently, it
follows from our hypotheses that ψ(V ) = 0, which means that V is relatively weakly
compact. This achieves the proof.

Remark 2.4. Corollary 2.3 extends [23, Theorem 3.1.1].

Corollary 2.5. Let u0, v0 ∈ X with u0 < v0 and A : [u0, v0] → X be a monotone-
subcontinuous increasing operator satisfying (2.6). If P is normal and An0([u0, v0]) is
relatively weakly compact for some integer n0 ≥ 1, then A has a minimal fixed point
u∗ and a maximal fixed point u∗ in [u0, v0] satisfying (2.2) and (2.3).

For later use, we consider the following condition.

(C)


A : P → P satisfies A2θ ≥ εAθ where 0 < ε < 1, and for any
εAθ ≤ x ≤ Aθ and ε ≤ t < 1, there exists η = η(x, t) > 0, such that

A(tx) ≤ (t(1 + η))
−1
Ax.

We will need the following lemmas from [23].

Lemma 2.6. [23, Lemma 3.2.1] Let A : P → P be a decreasing operator satisfying
the condition (C). If u, v ∈ P with Au = v and Av = u, then u = v.

Lemma 2.7. [23, Lemma 3.2.2] Let A : P → P be a decreasing operator satisfying
the condition (C). If u, v ∈ P with Au = u and Av = v, then u = v.
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Theorem 2.8. Let X be an ordered Banach space with a normal cone P. Let
A : P → P be a monotone-subcontinuous decreasing operator satisfying the conditions
(C) and (P(n0)) for some integer n0 ≥ 1. Then A has a unique fixed point u∗ in P
and

u∗ = lim
n→∞

un, (2.7)

where un = Aun−1, n = 1, 2, . . .

Proof. Keeping in mind that A : P → P is decreasing we easily deduce that

θ = u0 ≤ u2 ≤ · · · ≤ u2n ≤ · · · ≤ u2n+1 ≤ · · · ≤ u1 = Aθ. (2.8)

Let S = {u0, u1, . . . , un, . . .}. From (2.8) and the normality of P we infer that S
is bounded. Clearly, for any integer k ≥ 1 we have

Ak(S) ∪ {u0, u1, . . . , uk−1} = S.

From our hypotheses we know that S is relatively weakly compact. This implies that
the increasing sequence {u2n} has a weakly convergent subsequence. Referring to
Lemma 1.6, we see that {u2n} is convergent. Let u∗ be its limit. Similarly we can
prove that the sequence {u2n+1} converges to some u∗. Taking the limit at the both
sides of u2n+1 = Au2n and u2n+2 = Au2n+1 and using the monotone-subcontinuity
of A we get u∗ ≤ u∗, u∗ = Au∗ and u∗ = Au∗. Invoking Lemma 2.6 we infer that
u∗ = u∗ is a fixed point of A. The uniqueness follows from Lemma 2.7.

As a convenient specialization of Theorem 2.8 we obtain the following result.

Corollary 2.9. Let X be an ordered Banach space with a normal cone P and ψ be a
nonsingular measure of weak noncompactness on X. Let A : P → P be a monotone-
subcontinuous decreasing operator satisfying the condition (C). In addition, if for any
Ω = {un} ⊂ P countable and monotone with ψ(Ω) 6= 0 we have

ψ(An0(Ω)) < ψ(Ω),

for some integer n0 ≥ 1, then A has a unique fixed point u∗ in P and

u∗ = lim
n→∞

un, (2.9)

where un = Aun−1, n = 1, 2, . . .

Proof. In view of Theorem 2.8, it suffices to show that A verifies (P(n0)). The
reasoning in Corollary 2.3 yields the result.

Remark 2.10. Theorem 2.8 and Corollary 2.9 extend [23, Theorem 3.2.1].
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3. Application to differential equations

We shall use the results in previous sections to get an existence theorem for a non-
linear ODE in a Banach space. The nonlinear term satisfies an appropriate condition
expressed in terms of the De Blasi measure of weak noncompactness. Let E be an
ordered Banach space with a normal cone P. We consider the following initial value
problem

u′ = f(t, u) on I, u(0) = u0, (3.1)

where I = [0, 1], u ∈ C1(I, E), f ∈ C(I × E,E). A vector-valued function u : I → E
is said to be a solution of (3.1) on I if u(t) is continuously differentiable and satisfies
(3.1) on I.
In [18], Du and Lakshmikantham proved that if the problem (3.1) has a lower solution
v0 and an upper solution w0 with v0 ≤ w0, and the nonlinear term satisfies the
monotonicity condition

f(t, y)− f(t, x) ≥ −M(y − x) whenever v0(t) ≤ x ≤ y ≤ w0(t) (3.2)

for some M > 0, and the compactness measure condition

α(f(t, V )) ≤ τα(V ) (3.3)

for any t ∈ I and any bounded subset V of E, where τ is a positive constant and
α(.) denotes the Kuratowski measure of noncompactness in E, then the problem (3.1)
has a minimal and a maximal solution between v0 and w0, which can be obtained
by a monotone iterative procedure starting from v0 and w0 respectively. When E is
weakly sequentially complete, Y. Du [17] improved the result of [18] and removed the
condition (3.3).
Our aim in this section is to improve and extend the aforementioned results. We will
replace the noncompactness measure condition (3.3) by a weaker condition expressed
in terms of the De Blasi measure of weak noncompactness. From now on, we assume
the following:

(i) There exist v0, w0 ∈ C1(I, E) with v0(t) ≤ w0(t) on I such that:

v′0(t) ≤ f(t, v0(t)), v0(0) ≤ u0

w′0(t) ≥ f(t, w0(t)), w0(0) ≥ u0.

(ii) For some M > 0,

f(t, y)− f(t, x) ≥ −M(y − x) whenever v0(t) ≤ x ≤ y ≤ w0(t).
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(iii) There is a constant τ ≥ 0 such that for any equicontinuous monotone sequence
V = {un} of [v0, w0] and for any a, b ∈ [0, 1] with a < b we have

w(f([a, b]× V )) ≤ τw(V [a, b]),

where f([a, b]× V ) := {f(s, x(s)), a ≤ s ≤ b, x ∈ V }.

Remark 3.1. Let g(s, x) = f(s, x)+Mx. Then, for any monotone sequence V = {un}
of [v0, w0] and for any a, b ∈ [0, 1] with a < b we have

w(g([a, b]× V )) ≤ µw(V [a, b]), (3.4)

where µ = τ +M.
Now, let t ∈ [0, 1] be fixed and let h(s, x) = e−M(t−s)g(s, x), for s ∈ [0, t] and x ∈ E.
It is readily verified that

h([0, t]× V ) ⊂ co (g([0, t]× V ) ∪ {0}) . (3.5)

Combining (3.4) and (3.5) we arrive at

w(h([0, t]× V )) ≤ µw(V [0, t]), (3.6)

where h([0, t]× V ) := {h(s, x(s)), 0 ≤ s ≤ t, x ∈ V }.

Now, we are in a position to state our main result.

Theorem 3.2. Let assumptions (i)–(iii) be satisfied. Then the problem (3.1) has
a maximal and a minimal solution between v0 and w0, which can be obtained by a
monotone iterative procedure starting from v0 and w0 respectively.

Proof. We consider the equivalent modified problem

u′ +Mu = f(t, u) +Mu on I, u(0) = u0, (3.7)

which is equivalent to the problem(
eMtu

)′
= eMt (f(t, u) +Mu) on I, u(0) = u0. (3.8)

Let us write (3.8) as an integral equation

u(t) = e−Mtu0 +

∫ t

0

e−M(t−s) (f(s, u(s)) +Mu(s)) ds. (3.9)

Define the operator A on C(I, E) by

(Au)(t) = e−Mtu0 +

∫ t

0

e−M(t−s) (f(s, u(s)) +Mu(s)) ds, t ∈ I. (3.10)
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It is easy to check that a fixed point of A is a solution of (3.1). We will demonstrate
that A satisfies all the hypotheses of Theorem 2.1. It is apparent that A is continuous.
From Hypothesis (ii) we know that A is increasing on [v0, w0]. To illustrate that
v0 ≤ Av0, let k(t) = v′0(t) + Mv0(t). Clearly, k ∈ C(I, E) and k(t) ≤ f(t, v0(t)) +

Mv0(t), t ∈ I. Keeping in mind the fact that
(
eMtv0(t)

)′
= eMtk(t), we deduce that

for all t ∈ I we have:

eMtv0(t) = v0(0) +

∫ t

0

eMsk(s)ds

≤ u0 +

∫ t

0

eMs(f(s, v0(s)) +Mv0(s))ds.

Accordingly, v0 ≤ Av0. Similarly, we can prove that Aw0 ≤ w0. We claim that for
any integer k ≥ 1 and any V ⊂ [u0, v0] the set Ak(V ) is equicontinuous. Indeed, let
t, t0 ∈ I with t < t0 and u ∈ [v0, w0]. Then,

‖Au(t)−Au(t0)‖ ≤ (e−Mt−e−Mt0)‖u0‖+
∫ t

0

(e−M(t−s)−e−M(t0−s))‖g(s, u(s))‖ds

+

∫ t0

t

‖g(s, u(s))‖ds.

For any u ∈ [v0, w0], by Assumption (ii), we have

g(s, v0(s)) ≤ g(s, u(s)) ≤ g(s, w0(s)).

By the normality of the cone P, there exists Cg > 0 such that

‖g(t, u(t))‖ ≤ Cg, u ∈ [v0, w0].

Accordingly,

‖Au(t)−Au(t0)‖ ≤ (e−Mt − e−Mt0)‖u0‖+ Cg

∫ t

0

(e−M(t−s) − e−M(t0−s))ds

+Cg(t0 − t).

Consequently,
‖Au(t)−Au(t0)‖ → 0 as t→ t−0 ,

uniformly with respect to u. Similarly, we get

‖Au(t)−Au(t0)‖ → 0 as t→ t+0 ,

uniformly with respect to u. This proves that A(V ) is equicontinuous. Therefore, for
any integer k ≥ 1 the set Ak(V ) is equicontinuous.

Now, let V ⊂ [v0, w0] and F be a finite subset of [v0, w0] such that V = Ak(V )∪F,
for some integer k ≥ 1. Since Ak(V ) is equicontinuous, then by invoking Lemma 1.10
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we conclude that V is equicontinuous. Let h be as described in Remark 3.1, then for
each t ∈ I, we have

w(A(V )(t)) = w

({
e−Mtu0 +

∫ t

0

h(s, u(s))ds : u ∈ V
})

≤ w(tco{h(s, u(s)) : u ∈ V, s ∈ [0, t]})
= tw(co{h(s, u(s)) : u ∈ V, s ∈ [0, t]})
≤ tw(h([0, t]× V )

≤ tµw(V [0, t]).

Theorem 1.9 implies (since V is equicontinuous) that

w(A(V )(t)) ≤ tµw(V ). (3.11)

Using (3.11) we get

w(A2(V )(t)) = w

({
e−Mtu0 +

∫ t

0

h(s, u(s))ds : u ∈ A(V )

})
= w

({∫ t

0

h(s, u(s))ds : u ∈ A(V )

})
. (3.12)

Fix t ∈ [0, 1]. We divide the interval [0, t] into m parts 0 = t0 < t1 < · · · < tm = t in
such a way that ∆ti = ti − ti−1 = t

m , i = 1, . . . ,m. For each u ∈ A(V ) we have∫ t

0

h(s, u(s))ds =

m∑
i=1

∫ ti

ti−1

h(s, u(s))ds

∈
m∑
i=1

∆tico{h(s, u(s)) : u ∈ A(V ), s ∈ [ti−1, ti]}

⊆
m∑
i=1

∆tico(h([ti−1, ti]×A(V )).

Using again Theorem 1.9 we infer that for each i = 2, . . . ,m there is a si ∈ [ti−1, ti]
such that

sup
s∈[ti−1,ti]

w(A(V )(s)) = w(A(V )[ti−1, ti]) = w(A(V )(si)). (3.13)

Consequently

w({
∫ t

0

h(s, x(s))ds : u ∈ A(V )} ≤
m∑
i=1

∆tiw(co(h([ti−1, ti]×A(V )))

≤ µ

m∑
i=1

∆tiw((A(V )([ti−1, ti]))

≤ µ

m∑
i=1

∆tiw(A(V )((si)).
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On the other hand, if m→∞ then

m∑
i=1

∆tiw(A(V )((si))→
∫ t

0

w(A(V )(s))ds. (3.14)

As a result,

w(A2(V )(t)) ≤ (µt)2

2
w(V ). (3.15)

By induction we get

w(An(V )(t)) ≤ (µt)n

n!
w(V ). (3.16)

Invoking Theorem 1.9 we obtain

w(An(V )) ≤ µn

n!
w(V ). (3.17)

Since limn→∞
µn

n! = 0, we may choose n0 as large as we please such that µn0

n0!
< 1.

Now, let V ⊂ [v0, w0] and F be a finite subset of [v0, w0] such that V = An0(V )∪F.
Then, w(V ) = w(An0(V ) ∪ F ) = w(An0(V )) ≤ µn0

n0!
w(V ). Thus, w(V ) = 0 and there-

fore V is relatively weakly compact. By applying Theorem 2.1 we infer that A has a
maximal and a minimal fixed points between v0 and w0, which can be obtained by a
monotone iterative procedure starting from v0 and w0 respectively. This completes
the proof.

Remark 3.3. If E is weakly sequentially complete (reflexive, in particular), then the
condition (iii) in Theorem 3.2 holds automatically. In fact, according to [17, Theorem
2.2] any monotone order-bounded sequence is relatively compact. Thus, Theorem 3.2
greatly improves [17, Theorem 4.1] and [18, Theorem 3.1].
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[6] J. Banaś, Z. Knap, Measure of weak noncompactness and nonlinear integral equa-
tions of convolution type, J. Math. Anal. Appl. 146 (1990) 353–362.
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1. Introduction

The concept of cone metric space was introduced by Huang and Zhang [9]. They
supplanted the set of real numbers in metric space by a complete normed space and
proved some fixed point results for different contractive conditions in such a space.
Later on, Liu and Xu [13] introduced the notion of cone metric space over Banach
algebras by supplanting the complete normed space in cone metric space with Banach
algebras and proved that cone metric space over Banach algebras are not equivalent
to metric space in terms of existence of the fixed points of mappings. Subsequently,
many authors established interesting and significant results in a cone metric space over
Banach algebras (see [20], [7], [8]). In 2017, George et al. [6] introduced the notion of
dislocated cone metric space over Banach algebras as a generalization of cone metric
space over Banach algebras and proved some fixed point results for Banach, Kannan
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and Perov type contractive conditions in such a space. Very recently, Jiang et al.
[11] introduced the concept of expansive mapping defined on cone metric space over
Banach algebras and proved some fixed point results for such mapping. In this work,
we use the concept of expansive mapping defined on dislocated cone metric space over
Banach algebras and prove some fixed point theorems. Our results unify, complement
and/or generalized the recent results of [11, 2, 10, 1, 3, 19], and many others, that will
be useful in dynamic programming and integral equation, (see; [4] - [15] and references
therein).

2. Preliminaries

In this section, we recall some definitions and results needed in the sequel.

Definition 2.1. ([18]) A Banach algebra A is a real Banach space in which an ope-
ration of multiplication is defined subject to the following properties for all p, q, r ∈ A,
λ ∈ R

1. (pq)r = p(qr),

2. p(q + r) = pq + pr and (p+ q)r = pr + qr,

3. λ(pq) = (λp)q = p(λq),

4. ‖pq‖ ≤ ‖p‖ ‖q‖.

A subset K of a Banach algebra A is called a cone (see [13]) if

1. K is nonempty closed and {θ, e} ⊂ K;

2. αK + βK ⊂ K for all nonnegative real numbers α, β;

3. K2 = KK ⊂ K;

4. K ∩ (−K) = {θ},

where θ and e denote the zero and unit elements of the Banach algebra A, respectively.
For a given cone K ⊂ A, we write z 4 y if and only if y− z ∈ K, where 4 is a partial
order relation defined on K. Also, x � y will stand for y − x ∈ intK, where intK
denotes the interior of K. If intK 6= ∅ then K is called a solid cone.

Definition 2.2. ([6]) Let Z be a nonempty set. Suppose that ρ : Z × Z → A be a
mapping satisfying the following conditions:
(D1) θ 4 ρ(z, y) for all z, y ∈ Z and ρ(z, y) = θ =⇒ z = y;
(D2) ρ(z, y) = ρ(y, z) for all z, y ∈ Z;
(D3) ρ(z, y) 4 ρ(z, x) + ρ(x, y) for all z, y, x ∈ Z.
Then ρ is called a dislocated cone metric on Z, and (Z, ρ) is called a dislocated cone
metric space over Banach algebra A.
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Remark 2.3. In a dislocated cone metric space (Z, ρ), ρ(z, z) need not be zero for
z ∈ Z. Hence every cone metric space over Banach algebras is a dislocated cone
metric space over Banach algebras, but the converse is not necessarily true. (see [6]).

Example 2.4. ([6]) Let A = {b = (bi,j)3×3 : bi,j ∈ R, 1 ≤ i, j ≤ 3}, ‖b‖ =∑
1≤i,j≤3 |bi,j |, K = {b ∈ A : bi,j ≥ 0, 1 ≤ i, j ≤ 3} be a cone in A. Let Z = R+∪{0}.

Let a mapping ρ : Z × Z → A be define by

ρ(z, y) =

 z + y z + y z + y
2z + 2y 2z + 2y 2z + 2y
3z + 3y 3z + 3y 3z + 3y

 , for all z, y ∈ Z.

Then (Z, ρ) is a dislocated cone metric space over a Banach algebra A but not a cone
metric space over a Banach algebra A since

ρ

(
1

2
,

1

2

)
=

1 1 1
2 2 2
3 3 3

 6= θ.

Definition 2.5. ([6]) Let (Z, ρ) be a dislocated cone metric space over Banach
algebra A, z ∈ Z and {zi} be a sequence in (Z, ρ). Then

1. {zi} converges to z whenever for each c ∈ A with θ � c, there is a natural
number N such that ρ(zi, z)� c for all i ≥ N . We denote this by zi → z (i→
∞).

2. {zi} is a Cauchy sequence whenever for each c ∈ A with θ � c, there is a natural
number N such that ρ(zi, zj)� c for all i, j ≥ N .

3. (Z, ρ) is said to be complete if every Cauchy sequence in Z is convergent.

Definition 2.6. ([12]) Let K be a solid cone in a Banach algebra A. A sequence
{zi} ⊂ K is said to be a c-sequence if for each θ � c, there exists N ∈ N such that
zi � c for all i > N .

Lemma 2.7. ([18]) Let A be a Banach algebra with a unit e and τ ∈ A, then

limn→∞ ‖τn‖
1
n exists and the spectral radius δ(τ) satisfies

δ(τ) = lim
n→∞

‖τn‖
1
n = inf ‖τn‖

1
n .

If δ(τ) < 1, then (e− τ) is invertible in A. Moreover,

(e− τ)−1 =

∞∑
k=0

τk,

and

δ
[
(e− τ)−1

]
≤ 1

1− δ(τ)
.
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Remark 2.8. ([20]). If δ(τ) < 1 then
∥∥τ i∥∥→ 0 (i→∞).

Lemma 2.9. ([7]) If E is a real Banach space with a solid cone K and {zi} ⊂ K be
a sequence with ‖zi‖ → 0 (i→∞), then for each θ � c, there exists N ∈ N such that
for any i > N , we have zi � c.

Lemma 2.10. ([6]) Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A and K be the underlying solid cone. Let {zi} be a sequence in (Z, ρ). If
{zi} converges to z ∈ Z, then

1. {ρ(zi, z)} is a c-sequence.

2. For any j ∈ N, {ρ(zi, zi+j)} is a c-sequence.

Lemma 2.11. ([12]) Let A be a real Banach algebra with a solid cone K and let
{αn} and {βn} be sequences in K. If {αn} and {βn} are c-sequences and k1, k2 ∈ K
then {k1αn + k2βn} is also a c-sequence.

Lemma 2.12. ([12]) If E is a real Banach space with a solid cone K

1. If a, b, c ∈ E and a 4 b� c, then a� c.

2. If a ∈ K and θ 4 a� c for each θ � c, then a = θ.

3. If a 4 τa, where a, τ ∈ K and δ(τ) < 1, then a = θ.

3. Main results

First, we introduce the notion of expansive mapping in the setting of dislocated cone
metric space over Banach algebra A.

Definition 3.1. Let (Z, ρ) be a dislocated cone metric space over Banach algebra
A, K be the underlying solid cone. Then F : Z → Z is called an expansive mapping
if there exist ϑ, ϑ−1 ∈ K such that δ(ϑ−1) < 1 and

ρ(Fz,Fy) < ϑρ(z, y), for all z, y ∈ Z. (3.1)

Example 3.2. Let A = C1
R[0, 1] and define a norm on A by ‖z‖ = ‖z‖∞+ ‖z′‖∞ for

z ∈ A, where multiplication in A is defined in the usual way. Then A is a Banach
algebra with unit element e = 1 and the set K = {z ∈ A : z(t) ≥ 0, t ∈ [0, 1]} is a
cone in A. Let Z = [0,∞). Consider a mapping ρ : Z × Z → A define by

ρ(z, y)(t) = (z + y)et, for all z, y ∈ Z.

Then (Z, ρ) is a dislocated cone metric space over Banach algebra A. Define a map-
ping F : Z → Z by Fz = 2z, for all z ∈ Z. Take ϑ = 2. Hence, F is expansive
mapping.
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Next, we prove the existence of fixed point for generalized expansive mapping in dislo-
cated cone metric space over Banach algebra A without the assumption of normality
of cone.

Theorem 3.3. Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A with a unit e, K be the underlying solid cone. Let the mapping F : Z → Z
be a surjection and satisfy the generalized expansive condition:

ρ(Fz,Fy) + ϑ1[ρ(z,Fy) + ρ(y,Fz)] < ϑ2ρ(z, y) + ϑ3ρ(z,Fz) + ϑ4ρ(y,Fy), (3.2)

for all z, y ∈ Z, where ϑj ∈ K (j = 1, 2, 3, 4) such that (ϑ2 + ϑ3 − 3ϑ1)−1, (ϑ2 − ϑ1 +
ϑ4)−1 ∈ K and spectral radius δ[(ϑ2 + ϑ3 − 3ϑ1)−1(e + ϑ1 − ϑ4)] < 1. Then F has a
fixed point z∗ in Z.

Proof. Let z0 ∈ Z. Since F is surjective, there exists z1 ∈ Z such that Fz1 = z0.
Again, we can choose z2 ∈ Z such that Fz2 = z1. Continuing this process, we can
construct a sequence {zi} in (Z, ρ) by

zi = Fzi+1, for i = 0, 1, 2, . . . . (3.3)

Suppose zk = zk+1 for some k ∈ N, then z∗ = zk is a fixed point of F and the result
is proved. Hence, we assume that zi+1 6= zi, ∀i ∈ N. Using (3.2) and (3.3), we get

ρ(Fzi+1,Fzi) + ϑ1[ρ(zi+1,Fzi) + ρ(zi,Fzi+1)] < ϑ2ρ(zi+1, zi)

+ ϑ3ρ(zi+1,Fzi+1) + ϑ4ρ(zi,Fzi)

ρ(zi, zi−1) + ϑ1[ρ(zi+1, zi−1)+ρ(zi, zi)] < ϑ2ρ(zi+1, zi)+ϑ3ρ(zi+1, zi)+ϑ4ρ(zi, zi−1)

ρ(zi, zi−1) + ϑ1[3ρ(zi+1, zi) + ρ(zi, zi−1)] < (ϑ2 + ϑ3)ρ(zi+1, zi) + ϑ4ρ(zi, zi−1)

(e+ ϑ1 − ϑ4)ρ(zi, zi−1) < (ϑ2 + ϑ3 − 3ϑ1)ρ(zi+1, zi)

(ϑ2 + ϑ3 − 3ϑ1)ρ(zi+1, zi) 4 (e+ ϑ1 − ϑ4)ρ(zi, zi−1)

ρ(zi, zi+1) 4 τρ(zi−1, zi), (3.4)

where τ = (ϑ2 + ϑ3 − 3ϑ1)−1(e+ ϑ1 − ϑ4).
Hence, from (3.4), we get

ρ(zi, zi+1) 4 τρ(zi−1, zi)

4 τ2ρ(zi−2, zi−1)

...

ρ(zi, zi+1) 4 τ iρ(z0, z1), for all i ∈ N. (3.5)

Since δ(τ) < 1, it follows, by Lemma 2.7, that (e− τ) is invertible in A. Moreover,

(e− τ)−1 =

∞∑
k=0

τk. (3.6)
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Also, by Remark 2.8, we get

‖τ i‖ → 0 (i→∞). (3.7)

Hence, for i, j ∈ N with i < j, using (3.5) and (3.6), we have

ρ(zi, zj) 4 ρ(zi, zi+1) + ρ(zi+1, zj)

4 ρ(zi, zi+1) + ρ(zi+1, zi+2) + ρ(zi+2, zj)

4 ρ(zi, zi+1) + ρ(zi+1, zi+2) + ρ(zi+2, zi+3)

+ · · ·+ ρ(zj−2, zj−1) + ρ(zj−1, zj)

4 τ iρ(z0, z1) + τ i+1ρ(z0, z1) + τ i+2ρ(z0, z1)

+ · · ·+ τ j−2ρ(z0, z1) + τ j−1ρ(z0, z1)

= τ i(e+ τ + τ2 + · · ·+ τ j−i−2 + τ j−i−1)ρ(z0, z1)

4 τ i
( ∞∑

k=0

τk
)
ρ(z0, z1)

= τ i(e− τ)−1ρ(z0, z1).

Therefore, using (3.7), we have that
∥∥τ i(e− τ)−1ρ(z0, z1)

∥∥ → 0 (i → ∞), and it
follows, by Lemma 2.9, that for any c ∈ A with θ � c, there exists N ∈ N such that

ρ(zi, zj) 4 τ i(e− τ)−1ρ(z0, z1)� c, for all j > i > N,

which implies, by Lemma 2.12 and Definition 2.5, that {zi} is a Cauchy sequence.
Since (Z, ρ) is complete, there exists z∗ ∈ Z such that zi → z∗ (i→∞). Since F is a
surjection mapping, there exists a point y∗ in Z such that Fy∗ = z∗. Next, we show
that y∗ = z∗. Using (3.2) and (3.3), we have that

ρ(zi, z∗) = ρ(Fzi+1,Fy∗)

< −ϑ1[ρ(zi+1,Fy∗) + ρ(y∗,Fzi+1)] + ϑ2ρ(zi+1, y∗)

+ ϑ3ρ(zi+1,Fzi+1) + ϑ4ρ(y∗,Fy∗)

< −ϑ1[ρ(zi+1, z∗) + ρ(y∗, zi)] + ϑ2ρ(zi+1, y∗)

+ ϑ3ρ(zi+1, zi) + ϑ4ρ(y∗, z∗)

ρ(zi, zi+1) + ρ(zi+1, z∗) < −ϑ1ρ(zi+1, z∗)− ϑ1[ρ(y∗, zi+1)− ρ(zi, zi+1)]

+ ϑ2ρ(zi+1, y∗) + ϑ3ρ(zi+1, zi)

+ ϑ4[ρ(y∗, zi+1)− ρ(z∗, zi+1)]

(ϑ2 − ϑ1 + ϑ4)ρ(zi+1, y∗) 4 (e+ ϑ1 + ϑ4)ρ(zi+1, z∗) + (e− ϑ1 − ϑ3)ρ(zi, zi+1)

ρ(zi+1, y∗) 4 (ϑ2 − ϑ1 + ϑ4)−1[(e+ ϑ1 + ϑ4)ρ(zi+1, z∗)

+ (e− ϑ1 − ϑ3)ρ(zi, zi+1)].

This implies that

ρ(zi+1, y∗) 4 α1ρ(zi+1, z∗) + α2ρ(zi, zi+1),
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where α1 = (ϑ2 − ϑ1 + ϑ4)−1(e+ ϑ1 + ϑ4), α2 = (ϑ2 − ϑ1 + ϑ4)−1(e− ϑ1 − ϑ3) ∈ K.
Now, by Lemma 2.10, Lemma 2.11; {ρ(zi+1, z∗)}, {ρ(zi, zi+1)} and {α1ρ(zi+1, z∗) +
α2ρ(zi, zi+1)} are c-sequences. Hence, for any c ∈ A with θ � c, there exists N ∈ N
such that

ρ(zi+1, y∗) 4 α1ρ(zi+1, z∗) + α2ρ(zi, zi+1)� c, for all i > N,

which implies that zi+1 → y∗. Since the limit of a convergent sequence in cone metric
space is unique, we have that y∗ = z∗. Hence, z∗ is a fixed point of F.

Remark 3.4. Note that F may have more than one fixed point (e.g. see [11, 1]).

Theorem 3.5. Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A with a unit e, K be the underlying solid cone. Let the mapping F : Z → Z
be a surjection and satisfy the following condition:

ρ(Fz,Fy) < ϑ1ρ(z, y) + ϑ2ρ(z,Fy), for all z, y ∈ Z, (3.8)

where ϑ1, ϑ2∈K such that (ϑ1+ϑ2)−1∈K and spectral radius δ[(ϑ1+ϑ2)−1(e+ϑ2)]<1.
Then F has a fixed point z∗ in Z.

Proof. Let z0 be an arbitrary point in Z. Since F is surjective, there exists z1 ∈ Z
such that Fz1 = z0. Again, we can choose z2 ∈ Z such that Fz2 = z1. Continuing this
process, we can construct a sequence {zi} in (Z, ρ) by

zi = Fzi+1, for i = 0, 1, 2, . . . . (3.9)

Suppose zj−1 = zj for some j ∈ N, then z∗ = zj is a fixed point of F and the result
is proved. Hence, we assume that zi 6= zi−1 for all i ∈ N. Now, using (3.8) and (3.9),
we have

ρ(zi, zi−1) = ρ(Fzi+1,Fzi)

< ϑ1ρ(zi+1, zi) + ϑ2ρ(zi+1, zi−1)

< ϑ1ρ(zi+1, zi) + ϑ2[ρ(zi+1, zi)− ρ(zi−1, zi)]

(e+ ϑ2)ρ(zi, zi−1) < (ϑ1 + ϑ2)ρ(zi+1, zi)

ρ(zi, zi+1) 4 (ϑ1 + ϑ2)−1(e+ ϑ2)ρ(zi−1, zi)

ρ(zi, zi+1) 4 τρ(zi−1, zi), (3.10)

where τ = (ϑ1 + ϑ2)−1(e+ ϑ2).
Hence, from (3.10), we have

ρ(zi, zi+1) 4 τρ(zi−1, zi)

4 τ2ρ(zi−2, zi−1)

...

ρ(zi, zi+1) 4 τ iρ(z0, z1), for all i ∈ N. (3.11)
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Using the same argument to the proof in Theorem 3.3, we get that {zi} is a Cauchy
sequence. Since (Z, ρ) is complete, there exists z∗ ∈ Z such that zi → z∗ (i → ∞).
Since F is a surjection mapping, there exists a point z∗∗ in Z such that Fz∗∗ = z∗.
Now, we show that z∗∗ = z∗. Using (3.8) and (3.9), we have that

ρ(z∗, zi) = ρ(Fz∗∗,Fzi+1)

< ϑ1ρ(z∗∗, zi+1) + ϑ2ρ(z∗∗,Fzi+1)

= ϑ1ρ(z∗∗, zi+1) + ϑ2ρ(z∗∗, zi)

ρ(z∗, zi+1) + ρ(zi+1, zi) < ϑ1ρ(z∗∗, zi+1) + ϑ2[ρ(z∗∗, zi+1)− ρ(zi, zi+1)]

(ϑ1 + ϑ2)ρ(zi+1, z∗∗) 4 ρ(zi+1, z∗) + (e+ ϑ2)ρ(zi, zi+1)

ρ(zi+1, z∗∗) 4 (ϑ1 + ϑ2)−1[ρ(zi+1, z∗) + (e+ ϑ2)ρ(zi, zi+1)].

This implies that

ρ(zi+1, z∗∗) 4 β1ρ(zi+1, z∗) + β2ρ(zi, zi+1),

where β1 = (ϑ1 +ϑ2)−1, β2 = (ϑ1 +ϑ2)−1(e+ϑ2) ∈ K. Now, by Lemma 2.10, Lemma
2.11; {ρ(zi+1, z∗)}, {ρ(zi, zi+1)} and {β1ρ(zi+1, z∗) + β2ρ(zi, zi+1)} are c-sequences.
Hence, for any c ∈ A with θ � c, there exists N ∈ N such that

ρ(zi+1, z∗∗) 4 β1ρ(zi+1, z∗) + β2ρ(zi, zi+1)� c, for all i > N,

which implies that zi+1 → z∗∗. Since the limit of a convergent sequence in a cone
metric space is unique, we have that z∗∗ = z∗. Hence, z∗ is a fixed point of F.

Corollary 3.6. Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A with a unit e, K be the underlying solid cone. Let the mapping F : Z → Z
be a surjection and satisfy the following condition:

ρ(Fz,Fy) < ϑ1ρ(z, y) + ϑ2ρ(z,Fz) + ϑ3ρ(y,Fy), (3.12)

for all z, y ∈ Z. where ϑk ∈ K (k = 1, 2, 3) such that (ϑ1 + ϑ2)−1, (ϑ1 + ϑ3)−1 ∈ K
and spectral radius δ[(ϑ1 + ϑ2)−1(e− ϑ3)] < 1. Then F has a fixed point z∗ in Z.

Proof. Putting ϑ1 = θ in Theorem 3.3, the result follows.

Corollary 3.7. Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A with a unit e, K be the underlying solid cone. Let the mapping F : Z → Z
be a surjection and satisfy the following condition:

ρ(Fz,Fy) < ϑ1ρ(z,Fz) + ϑ2ρ(y,Fy), (3.13)

for all z, y ∈ Z. where ϑk ∈ K (k = 1, 2) such that ϑ1
−1, ϑ2

−1 ∈ K and spectral radius
δ[ϑ1

−1(e− ϑ2)] < 1. Then F has a fixed point z∗ in Z.

Proof. Putting ϑ1 = ϑ2 = θ in Theorem 3.3, the result follows.
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Theorem 3.8. Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A with a unit e, K be the underlying solid cone. Let the mapping F : Z → Z
be a surjection and satisfy the following condition:

ρ(Fz,Fy) < ϑρ(z, y), (3.14)

for all z, y ∈ Z. where ϑ, ϑ−1 ∈ K such that spectral radius δ(ϑ−1) < 1. Then F has
a unique fixed point z∗ in Z.

Proof. Using Theorem 3.3, Theorem 3.5, we only need to show that the fixed point
is unique. Suppose that y∗ is another fixed point of F, then using (3.14), we have that

ρ(z∗, y∗) = ρ(Fz∗,Fy∗)

< ϑρ(z∗, y∗)

ρ(z∗, y∗) 4 ϑ−1ρ(z∗, y∗) = τρ(z∗, y∗),

where τ = ϑ−1.
Hence, we have

ρ(z∗, y∗) 4 τρ(z∗, y∗)

4 τ2ρ(z∗, y∗)

...

ρ(z∗, y∗) 4 τ iρ(z∗, y∗), for all i ∈ N.

Since δ(τ) < 1, then, by Remark 2.8, it follows that

‖τ i‖ → 0 (i→∞).

Hence, we have that
∥∥τ iρ(z∗, y∗)

∥∥ → 0 (i → ∞) and by Lemma 2.9, it follows that
for any c ∈ A with θ � c, there exists N ∈ N such that

ρ(z∗, y∗) 4 τ iρ(z∗, y∗)� c, for all i > N,

which implies that ρ(z∗, y∗) = θ. Therefore z∗ = y∗. This completes the proof.

Corollary 3.9. Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A with a unit e, K be the underlying solid cone. Let the mapping F : Z → Z
be a surjection and satisfy the following condition:

ρ(Fmz,Fmy) < ϑρ(z, y), m ∈ Z+ (3.15)

for all z, y ∈ Z. where ϑ, ϑ−1 ∈ K such that δ(ϑ−1) < 1. Then F has a unique fixed
point z∗ in Z.

Proof. Using Theorem 3.8, we get that Fm a has a fixed point z in Z. Since Fm(Fz) =
F(Fmz) = Fz, then Fz is also a fixed point of Fm. Thus Fz = z, z is a fixed of F.
Since the fixed in Theorem 3.8 is unique, the result follows.
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Theorem 3.10. Let (Z, ρ) be a complete dislocated cone metric space over Banach
algebra A with a unit e, K be the underlying solid cone. Let the mapping F : Z → Z
be a continuous, surjection and satisfy the following condition:

ρ(Fz,Fy) < ϑ
{
ρ(z, y), ρ(z,Fz), ρ(y,Fy)

}
, (3.16)

for all z, y ∈ Z, where ϑj ∈ K (j = 1, 2, 3, 4) such that ϑ, ϑ−1 ∈ K and spectral radius
δ(ϑ−1) < 1. Then F has a fixed point z∗ in Z.

Proof. Let z0 be an arbitrary point in Z. Since F is surjective, there exists z1 ∈ Z
such that Fz1 = z0. Again, we can choose z2 ∈ Z such that Fz2 = z1. Continuing this
process, we can construct a sequence {zi} in Z by

zi = Fzi+1, for i = 0, 1, 2, . . . . (3.17)

Suppose zj−1 = zj for some j ∈ N, then z∗ = zj−1 is a fixed point of F and the result
is proved. Hence, we assume that zi−1 6= zi for all i ∈ N. Now, using (3.16) and
(3.17), we have

ρ(zi−1, zi) = ρ(Fzi,Fzi+1)

< ϑ
{
ρ(zi, zi+1), ρ(zi,Fzi), ρ(zi+1,Fzi+1)

}
= ϑ

{
ρ(zi, zi+1), ρ(zi, zi−1)

}
. (3.18)

We consider the following two cases:

1. If ρ(zi−1, zi) < ϑρ(zi, zi−1) then ρ(zi−1, zi) 4 ϑ−1ρ(zi−1, zi). Hence, by Lemma
2.12, ρ(zi−1, zi) = θ, that is zi−1 = zi. This is a contradiction.

2. If ρ(zi−1, zi) < ϑρ(zi, zi+1) then ρ(zi, zi+1) 4 ϑ−1ρ(zi−1, zi) = τρ(zi−1, zi).

Hence, we have

ρ(zi, zi+1) 4 τρ(zi−1, zi)

4 τ2ρ(zi−2, zi−1)

...

ρ(zi, zi+1) 4 τ iρ(z0, z1), for all i ∈ N. (3.19)

Using the same argument to the proof in Theorem 3.3, we get that {zi} is a Cauchy
sequence. Since (Z, ρ) is complete, there exists z∗ ∈ Z such that zi → z∗ (i→∞). To
show that z∗ is a fixed point of F, since F is continuous, so Fzi → Fz∗ (i→∞), which
implies that zi−1 → Fz∗ (i→∞). Hence, Fz∗ = z∗. This completes the proof.

Example 3.11. Let A = C1
R[0, 1/5] and define a norm on A by ‖z‖ = ‖z‖∞+ ‖z′‖∞

for z ∈ A, where multiplication in A is defined in the usual way. Then A is a Banach
algebra with unit element e = 1 and the set K = {z ∈ A : z(t) ≥ 0, t ∈ [0, 1/5]} is a
non normal cone in A. Let Z = [0,∞). Consider a mapping ρ : Z ×Z → A define by

ρ(z, y)(t) = (z + y)et, for all z, y ∈ Z.
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Then (Z, ρ) is a dislocated cone metric space over Banach algebra A. Define a map-
ping F : Z → Z by Fz = 2z, for all z ∈ Z. Let ϑ ∈ K be defined by ϑ(t) = 5

3t+4 .
Simple calculations show that all the conditions of Theorem 3.8 are satisfied and
z∗ = θ is the unique fixed point of F.

4. Conclusion

The aim of this paper is to introduce the notion of generalized expansive mappings
on dislocated cone metric space over Banach algebras and prove some fixed point
theorems for such mappings. Our results are actual generalization of the recent results
in [11, 2, 10, 1, 3, 19] and others in the literature. We hope the results will be useful in
fixed point theory and may be generalized in further spaces with efficient conditions.
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1. Introduction

The differential equations of fractional order are generalizations of classical differential
equations of integer order. They are increasingly used in a variety of fields such as fluid
flow, control theory of dynamical systems, signal and image processing, aerodynamics,
electromagnetics, probability and statistics, (Samko et al. 1993 [18], Podlubny 1999
[17], Kilbas et al. 2006 [9], Diethelm 2010 [3]) books can be checked as a reference.

Boundary value problem of fractional differential equations is recently approached
by various researchers ([1], [8], [19], [20]).

In [20], Bai and L used some fixed point theorems on cone to show the existence
and multiplicity of positive solutions for a Dirichlet-type problem of the nonlinear
fractional differential equation:{

Dα0+u (t) + f (t, u (t)) = 0, 0 < t < 1,
u (0) = u (1) = 0,
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where Dα0+u is the standard Riemann Liouville fractional derivative of order 1 < α ≤ 2
and f : [0, 1]× [0,∞)→ [0,∞) is continuous function.

In a recent work [8], Katugampola studied the existence and uniqueness of solu-
tions for the following initial value problem:{ ρ

cDα0+u (t) = f (t, u (t)) , α > 0,

Dku (0) = u
(k)
0 , k = 1, 2, ...,m− 1,

where m = [α] , ρcDα0+ is the Caputo-type generalized fractional derivative, of order α,
and f : G→ R is a given continuous function with:

G =

{
(t, u) : t ∈ [0, h∗] ,

∣∣∣∣∣u−
m−1∑
k=0

tku
(k)
0

k!

∣∣∣∣∣ ≤ K, K, h∗ > 0

}
.

This paper focuses on the existence and uniqueness of solutions for a nonlinear frac-
tional differential equation involving Katugampola fractional derivative:

ρDα0+u (t) + βf (t, u (t)) = 0, 0 < t < T, (1.1)

supplemented with the boundary conditions:

u (0) = 0, u (T ) = 0, (1.2)

where β ∈ R, and ρDα0+ for ρ > 0, presents Katugampola fractional derivative of
order 1 < α ≤ 2, f : [0, T ] × [0,∞) → [h,∞) is a continuous function, with finite
positive constants h, T.

2. Background materials and preliminaries

In this section, some necessary definitions from fractional calculus theory are pre-
sented. Let Ω = [0, T ] ⊂ R be a finite interval.

As in [9], let us denote by Xp
c [0, T ] , (c ∈ R, 1 ≤ p ≤ ∞) the space of those

complex-valued Lebesgue measurable functions y on [0, T ] for which ‖y‖Xpc < ∞
is defined by

‖y‖Xpc =

(∫ T

0

|scy (s)|p ds
s

) 1
p

<∞,

for 1 ≤ p <∞, c ∈ R, and

‖y‖X∞c = ess sup
0≤t≤T

[tc |y (t)|] , (c ∈ R) .

Definition 2.1 (Riemann-Liouville fractional integral [9]). The left-sided Riemann-
Liouville fractional integral of order α > 0 of a continuous function y : [0, T ] → R is
given by:

RLIα0+y (t) =
1

Γ (α)

∫ t

0

(t− s)α−1
y (s) ds, t ∈ [0, T ] ,

where Γ (α) =
∫ +∞

0
e−ssα−1ds, is the Euler gamma function.
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Definition 2.2 (Riemann-Liouville fractional derivative [9]). The left-sided Riemann
Liouville fractional derivative of order α > 0 of a continuous function y : [0, T ]→ R is
given by:

RLDα0+y (t) =
1

Γ (n− α)

(
d

dt

)n ∫ t

0

(t− s)n−α−1
y (s) ds, t ∈ [0, T ] , n = [α] + 1,

Definition 2.3 (Hadamard fractional integral [9]). The left-sided Hadamard frac-
tional integral of order α > 0 of a continuous function y : [0, T ]→ R is given by:

HIα0+y (t) =
1

Γ (α)

∫ t

0

(
log

t

s

)α−1

y (s)
ds

s
, t ∈ [0, T ] .

Definition 2.4 (Hadamard fractional derivative [9]). The left-sided Hadamard frac-
tional derivative of order α > 0 of a continuous function y : [0, T ] → R is given
by:

HDα0+y (t) =
1

Γ (n− α)

(
t
d

dt

)n ∫ t

0

(
log

t

s

)n−α−1

y (s)
ds

s
, t ∈ [0, T ] , n = [α] + 1,

if the integral exist.

A recent generalization in 2011, introduced by Udita Katugampola [6], combines
the Riemann-Liouville fractional integral and the Hadamard fractional integral into
a single form (see [9]) , the integral is now known as Katugampola fractional integral,
it is given in the following definition:

Definition 2.5 (Katugampola fractional integral [6]).
The left-sided Katugampola fractional integral of order α > 0 of a function y ∈
Xp
c [0, T ] is defined by:

(ρIα0+y) (t) =
ρ1−α

Γ (α)

∫ t

0

sρ−1y (s)

(tρ − sρ)1−α ds, ρ > 0, t ∈ [0, T ] . (2.1)

Similarly, we can define right-sided integrals [6]-[7], [9].

Definition 2.6 (Katugampola fractional derivatives [7]).
Let α, ρ ∈ R+, and n = [α] + 1. The Katugampola fractional derivative corresponding
to the Katugampola fractional integral (2.1) are defined for 0 ≤ t ≤ T ≤ ∞ by:

ρDα0+y (t) =

(
t1−ρ

d

dt

)n (
ρIn−α0+ y

)
(t) =

ρα−n+1

Γ (n− α)

(
t1−ρ

d

dt

)n ∫ t

0

sρ−1y (s)

(tρ − sρ)α−n+1 ds.

(2.2)
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Theorem 2.7 ([7]). Let α, ρ ∈ R+, then

lim
ρ→1

(ρIα0+y) (t) = RLIα0+y (t) =
1

Γ (α)

∫ t

0

(t− s)α−1
y (s) ds,

lim
ρ→0+

(ρIα0+y) (t) = HIα0+y (t) =
1

Γ (α)

∫ t

0

(
log

t

s

)α−1
y (s)

s
ds,

lim
ρ→1

(ρDα0+y) (t) = RLDα0+y (t) =
1

Γ (n− α)

(
d

dt

)n ∫ t

0

(t− s)n−α−1
y (s) ds,

lim
ρ→0+

(ρDα0+y) (t) = HDα0+y (t) =
1

Γ (n− α)

(
t
d

dt

)n ∫ t

0

(
log

t

s

)n−α−1
y (s)

s
ds.

Remark. As an example, for α, ρ > 0, and µ > −ρ, we have

ρDα0+tµ =
ρα−1Γ

(
1 + µ

ρ

)
Γ
(

1− α+ µ
ρ

) tµ−αρ. (2.3)

In particular
ρDα0+tρ(α−m) = 0, for each m = 1, 2, . . . , n.

For µ > −ρ, we have

ρDα0+tµ =
ρα−n+1

Γ (n− α)

(
t1−ρ

d

dt

)n ∫ t

0

sρ+µ−1 (tρ − sρ)n−α−1
ds

=
ρα−n

Γ (n− α)

(
t1−ρ

d

dt

)n
tρ(n−α)+µ

∫ 1

0

τ
µ
ρ (1− τ)

n−α−1
dτ

=
ρα−n

Γ (n− α)
B

(
n− α, 1 +

µ

ρ

)(
t1−ρ

d

dt

)n
tρ(n−α)+µ

=
ρα−nΓ

(
1 + µ

ρ

)
Γ
(

1 + n− α+ µ
ρ

) (t1−ρ d
dt

)n
tρ(n−α)+µ.

Then

ρDα0+tµ =
ρα−1Γ

(
1 + µ

ρ

)
Γ
(

1 + n− α+ µ
ρ

) [n− α+
µ

ρ

] [
n− α− 1 +

µ

ρ

]
· · ·
[
1− α+

µ

ρ

]
tµ−αρ.

(2.4)
As

Γ

(
1 + n− α+

µ

ρ

)
=

[
n− α+

µ

ρ

] [
n− α− 1 +

µ

ρ

]
· · ·
[
1− α+

µ

ρ

]
Γ

(
1− α+

µ

ρ

)
,

we get

ρDα0+tµ =
ρα−1Γ

(
1 + µ

ρ

)
Γ
(

1− α+ µ
ρ

) tµ−αρ.
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In case m = α− µ
ρ , it follows from (2.4) , that

ρDα0+tρ(α−m) = ρα−1 Γ (α−m+ 1)

Γ (n−m+ 1)
(n−m) (n−m− 1) · · · (1−m) t−ρm.

So, for m = 1, 2, . . . , n, we get

ρDα0+tρ(α−m) = 0.

Similarly, for all α, ρ > 0, we have:

ρIα0+tµ =
ρ−αΓ

(
1 + µ

ρ

)
Γ
(

1 + α+ µ
ρ

) tµ+αρ, ∀µ > −ρ. (2.5)

By C [0, T ] , we denote the Banach space of all continuous functions from [0, T ] into
R with the norm:

‖y‖ = max
0≤t≤T

|y (t)| .

Remark. Let p ≥ 1, c > 0 and T ≤ (pc)
1
pc . Far all y ∈ C [0, T ] , note that

‖y‖Xpc =

(∫ T

0

|scy (s)|p ds
s

) 1
p

≤

(
‖y‖p

∫ T

0

spc−1ds

) 1
p

=
T c

(pc)
1
p

‖y‖ ,

and

‖y‖X∞c = ess sup
0≤t≤T

[tc |y (t)|] ≤ T c ‖y‖ ,

which imply that C [0, T ] ↪→ Xp
c [0, T ] , and

‖y‖Xpc ≤ ‖y‖∞ , for all T ≤ (pc)
1
pc .

We express some properties of Katugampola fractional integral and derivative in
the following result.

Theorem 2.8 ([6]-[7]-[8]).
Let α, β, ρ, c ∈ R, be such that α, β, ρ > 0. Then, for any y ∈ Xp

c [0, T ] , where
1 ≤ p ≤ ∞, we have:
- Index property:

ρIα0+
ρIβ0+y (t) = ρIα+β

0+ y (t) , for all α, β > 0,
ρDα0+

ρDβ0+y (t) = ρDα+β
0+ y (t) , for all 0 < α, β < 1.

- Inverse property

ρDα0+
ρIα0+y (t) = y (t) , for all α ∈ (0, 1) .
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From Definitions 2.5 and 2.6, and Theorem 2.8, we deduce that

ρI1
0+

(
t1−ρ

d

dt

)
ρIα+1

0+ y (t) =

∫ t

0

sρ−1

(
s1−ρ d

ds

)
ρIα+1

0+ y (s) ds

=

∫ t

0

d

ds
ρIα+1

0+ y (s) ds

=

[
1

ραΓ (α+ 1)

∫ s

0

τρ−1 (tρ − τρ)α y (τ) dτ

]t
0

= ρIα+1
0+ y (t) .

Consequently (
t1−ρ

d

dt

)
ρIα+1

0+ y (t) = ρIα0+y (t) , ∀α > 0. (2.6)

Definition 2.9 ([4]). Let E be a real Banach space, a nonempty closed convex set
P ⊂ E is called a cone of E if it satisfies the following conditions:
(i) u ∈ P, λ ≥ 0, implies λu ∈ P.
(ii) u ∈ P, −u ∈ P, implies u = 0.

Definition 2.10 ([2]). Let E be a Banach space, P ∈ C (E) is called an equicontin-
uous part if and only if

∀ε > 0, ∃δ > 0, ∀u, v ∈ E, ∀A ∈ P, ‖u− v‖ < δ ⇒ ‖A (u)−A (v)‖ < ε.

Theorem 2.11 (Ascoli-Arzel [2]). Let E be a compact space. If A is an equicontin-
uous, bounded subset of C (E) , then A is relatively compact.

Definition 2.12 (Completely continuous [4]). We say A : E → E is completely
continuous if for any bounded subset P ⊂ E, the set A (P ) is relatively compact.

The following fixed-point theorems are fundamental in the proofs of our main
results.

Lemma 2.13 (Guo-Krasnosel’skii fixed point theorems [12]).
Let E be a Banach space, P ⊆ E a cone, and Ω1, Ω2 two bounded open balls of
E centered at the origin with Ω̄1 ⊂ Ω2. Suppose that A : P ∩

(
Ω̄2\Ω1

)
→ P is a

completely continuous operator such that either

(i) ‖Ax‖ ≤ ‖x‖ , x ∈ P ∩ ∂Ω1 and ‖Ax‖ ≥ ‖x‖ , x ∈ P ∩ ∂Ω2, or

(ii) ‖Ax‖ ≥ ‖x‖ , x ∈ P ∩ ∂Ω1 and ‖Ax‖ ≤ ‖x‖ , x ∈ P ∩ ∂Ω2,

holds. Then A has a fixed point in P ∩
(
Ω̄2\Ω1

)
.

Theorem 2.14 (Banach’s fixed point [5]). Let E be a Banach space, P ⊆ E a non-
empty closed subset. If A : P → P is a contraction mapping, then A has a unique
fixed point in P.
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3. Main results

In the sequel, T, p and c are real constants such that

p ≥ 1, c > 0, and T ≤ (pc)
1
pc .

Now, we present some important lemmas which play a key role in the proofs of the
main results.

Lemma 3.1. Let α, ρ ∈ R+. If u ∈ C [0, T ] , then:

(i) The fractional equation ρDα0+u (t) = 0, has a solution as follows:

u (t) = C1t
ρ(α−1)+C2t

ρ(α−2)+· · ·+Cntρ(α−n), where Cm ∈ R, with m = 1, 2, . . . , n.

(ii) If ρDα0+u ∈ C [0, T ] and 1 < α ≤ 2, then:

ρIα0+
ρDα0+ u (t) = u (t) + C1t

ρ(α−1) + C2t
ρ(α−2), for some C1, C2 ∈ R. (3.1)

Proof. (i) Let α, ρ ∈ R+. From remark 2, we have:

ρDα0+tρ(α−m) = 0, for each m = 1, 2, . . . , n.

Then, the fractional differential equation ρDα0+u (t) = 0, admits a solution as follows:

u (t) = C1t
ρ(α−1) + C2t

ρ(α−2) + · · ·+ Cnt
ρ(α−n), Cm ∈ R, m = 1, 2, . . . , n.

(ii) Let ρDα0+u ∈ C [0, T ] be the fractional derivative (2.2) of order 1 < α ≤ 2. If we
apply the operator ρIα0+ to ρDα0+u (t) and use Definitions 2.5, 2.6, Theorem 2.8 and
property (2.6), we get

ρIα0+
ρDα0+u (t) =

(
t1−ρ

d

dt

)
ρIα+1

0+
ρDα0+u (t)

=

(
t1−ρ

d

dt

)[
ρ−α

Γ (α+ 1)

∫ t

0

(tρ − sρ)α sρ−1 ρDα0+u (s) ds

]
=

(
t1−ρ

d

dt

)[
ρ−α

Γ (α+ 1)

∫ t

0

(tρ − sρ)αsρ−1

[(
s1−ρ d

ds

)2
ρI2−α

0+ u (s)

]
ds

]

=

(
t1−ρ

d

dt

)[
ρ−α

Γ (α+ 1)

∫ t

0

(tρ − sρ)α d
ds

[(
s1−ρ d

ds

)
ρI2−α

0+ u (s)

]
ds

]
=

(
t1−ρ

d

dt

)[
ρ−α

Γ (α+ 1)

([
(tρ − sρ)α

(
s1−ρ d

ds

)
ρI2−α

0+ u (s)

]t
0

+ αρ

∫ t

0

sρ−1 (tρ − sρ)α−1

(
s1−ρ d

ds

)
ρI2−α

0+ u (s) ds

)]
.
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From (2.6) , we have (
s1−ρ d

ds

)
ρI2−α

0+ u (s) = ρI1−α
0+ u (s) . (3.2)

On the other hand, from (2.2) , we have(
s1−ρ d

ds

)
ρI2−α

0+ u (s) =

(
s1−ρ d

ds

)1
ρI1−(α−1)

0+ u (s) = ρDα−1
0+ u (s) . (3.3)

Then

ρIα0+
ρDα0+u (t) = t1−ρ

d

dt

(
ρ1−α

Γ (α)

∫ t

0

(tρ − sρ)α−1 d

ds
ρI2−α

0+ u (s) ds

)
︸ ︷︷ ︸

ψ

−
ρ1−α ρI1−α

0+ u (0+)

Γ (α)
tρ(α−1),

where

ψ = t1−ρ
d

dt

ρ1−α

Γ (α)

([
(tρ − sρ)α−1 ρI2−α

0+ u (s)
]t

0

+ρ (α− 1)

∫ t

0

sρ−1 (tρ − sρ)α−2 ρI2−α
0+ u (s) ds

)
= t1−ρ

d

dt

(
ρ2−α

Γ (α− 1)

∫ t

0

sρ−1 (tρ − sρ)α−2 ρI2−α
0+ u (s) ds

−
ρ1−α ρI2−α

0+ u (0+)

Γ (α)
tρ(α−1)

)

= t1−ρ
d

dt

(
ρIα−1

0+
ρI2−α

0+ u (t) −
ρ1−α ρI2−α

0+ u (0+)

Γ (α)
tρ(α−1)

)

= t1−ρ
d

dt

(
ρI1

0+u (t)−
ρ1−α ρI2−α

0+ u (0+)

Γ (α)
tρ(α−1)

)

= u (t)−
ρ2−α ρI2−α

0+ u (0+)

Γ (α− 1)
tρ(α−2).

Finally, for 1 < α ≤ 2, we have:

ρIα0+
ρDα0+u (t) = u (t)−

ρ1−α ρI1−α
0+ u (0+)

Γ (α)
tρ(α−1) −

ρ2−α ρI2−α
0+ u (0+)

Γ (α− 1)
tρ(α−2).

(3.4)
As

ρIα0+tµ =
ρ−αΓ

(
1 + µ

ρ

)
Γ
(

1 + α+ µ
ρ

) tµ+αρ, ∀µ > −ρ,
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we use (3.2) , (3.3) , to prove that

ρI1−α
0+

[
C1t

ρ(α−1)
]

=C1

ρ−(1−α)Γ
(

1 + ρ(α−1)
ρ

)
Γ
(

1+(1−α)+ ρ(α−1)
ρ

) tρ(α−1)+(1−α)ρ=C1ρ
α−1Γ(α),(3.5)

ρI1−α
0+

[
C2t

ρ(α−2)
]

=C2
ρDα−1

0+ tρ(α−2) = C2
ρDα−1

0+ tρ((α−1)−1) = 0, (3.6)

for some C1, C2 ∈ R, and

ρI2−α
0+

[
C1t

ρ(α−1)
]

= C1

ρ−(2−α)Γ
(

1 + ρ(α−1)
ρ

)
Γ
(

1 + (2− α) + ρ(α−1)
ρ

) tρ(α−1)+(2−α)ρ = C1ρ
α−2Γ (α) tρ

(3.7)

ρI2−α
0+

[
C2t

ρ(α−2)
]

= C2

ρ−(2−α)Γ
(

1 + ρ(α−2)
ρ

)
Γ
(

1 + (2− α) + ρ(α−2)
ρ

) tρ(α−2)+(2−α)ρ = C2ρ
α−2Γ (α− 1) .

(3.8)
Then, for u (t) = C1t

ρ(α−1) + C2t
ρ(α−2), we have respectively:

ρI1−α
0+ u

(
0+
)

= ρI1−α
0+

[
C1t

ρ(α−1)
] (

0+
)

+ ρI1−α
0+

[
C2t

ρ(α−2)
] (

0+
)

= C1ρ
α−1Γ (α) ,

(3.9)
ρI2−α

0+ u
(
0+
)

= ρI2−α
0+

[
C1t

ρ(α−1)
] (

0+
)
+ρI2−α

0+

[
C2t

ρ(α−2)
] (

0+
)

= C2ρ
α−2Γ (α− 1) .

(3.10)
From (3.4) , (3.5) , (3.6) , (3.7) , (3.8) , (3.9) and (3.10) we get (3.1) .

In the following lemma, we define the integral solution of the boundary value
problem (1.1)-(1.2) .

Lemma 3.2. Let α, ρ ∈ R+, be such that 1 < α ≤ 2. We give ρDα0+u ∈ C [0, T ] ,
and f (t, u) is a continuous function. Then the boundary value problem (1.1)-(1.2) ,
is equivalent to the fractional integral equation

u (t) = β

∫ T

0

G (t, s) f (s, u (s)) ds, t ∈ [0, T ] ,

where

G (t, s) =


ρ1−αsρ−1

Γ(α)

[[
tρ

Tρ (T ρ − sρ)
]α−1 − (tρ − sρ)α−1

]
, 0 ≤ s ≤ t ≤ T,

ρ1−αsρ−1

Γ(α)

[
tρ

Tρ (T ρ − sρ)
]α−1

, 0 ≤ t ≤ s ≤ T,
(3.11)

is the Green’s function associated with the boundary value problem (1.1)-(1.2) .

Proof. Let α, ρ ∈ R+, be such that 1 < α ≤ 2. We apply Lemma 3.1 to reduce the
fractional equation (1.1) to an equivalent fractional integral equation. It is easy to
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prove the operator ρIα0+ has the linearity property for all α > 0 after direct integration.
Then by applying ρIα0+ to equation (1.1) , we get

ρIα0+
ρDα0+u (t) + β ρIα0+f (t, u (t)) = 0.

From Lemma 3.1, we find for 1 < α ≤ 2,

ρIα0+
ρDα0+u (t) = u (t) + C1t

ρ(α−1) + C2t
ρ(α−2),

for some C1, C2 ∈ R. Then, the integral solution of the equation (1.1) is:

u (t) = −βρ
1−α

Γ (α)

∫ t

0

sρ−1f (s, u (s))

(tρ − sρ)1−α ds− C1t
ρ(α−1) − C2t

ρ(α−2). (3.12)

The conditions (1.2) imply that:


u (0) = 0 = 0− 0− lim

t→0
C2tρ(α−2) ⇒ C2 = 0,

u (T ) = 0 = −βρ
1−α

Γ(α)

T∫
0

sρ−1f(s,u(s))

(Tρ−sρ)1−α
ds− C1T ρ(α−1) ⇒ C1 = − βρ1−α

Tρ(α−1)Γ(α)

T∫
0

sρ−1f(s,u(s))

(Tρ−sρ)1−α
ds.

The integral equation (3.12) is equivalent to:

u (t) = −βρ
1−α

Γ (α)

∫ t

0

sρ−1f (s, u (s))

(tρ − sρ)1−α ds+
βtρ(α−1)ρ1−α

T ρ(α−1)Γ (α)

∫ T

0

sρ−1f (s, u (s))

(T ρ − sρ)1−α ds.

Therefore, the unique solution of problem (1.1)-(1.2) is:

u (t) = β

∫ t

0

ρ1−αsρ−1
[[

tρ

Tρ (T ρ − sρ)
]α−1 − (tρ − sρ)α−1

]
Γ (α)

f (s, u (s)) ds

+β

∫ T

t

ρ1−αsρ−1
[
tρ

Tρ (T ρ − sρ)
]α−1

Γ (α)
f (s, u (s)) ds

= β

∫ T

0

G (t, s) f (s, u (s)) ds.

The proof is complete.

3.1. Application of Guo-Krasnosel’skii fixed point theorem

In this part, we assume that β > 0 and 0 < ρ ≤ 1. We impose some conditions on
f, which allow us to obtain some results on existence of positive solutions for the
boundary value problem (1.1)-(1.2) .

We note that u (t) is a solution of (1.1)-(1.2) if and only if:

u (t) = β

∫ T

0

G (t, s) f (s, u (s)) ds, t ∈ [0, T ] .

Now we prove some properties of the Green’s function G (t, s) given by (3.11) .
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Lemma 3.3. Let 1 < α ≤ 2 and 0 < ρ ≤ 1, then the Green’s function G (t, s) given
by (3.11) satisfies:

(1) G (t, s) > 0 for t, s ∈ (0, T ) .

(2) max
0≤t≤T

G (t, s) = G (s, s) , for each s ∈ [0, T ] .

(3) For any t ∈ [0, T ] ,

G (t, s) ≥ b (t)G (s, s) , for any
T

8
≤ s ≤ T and some b ∈ C [0, T ] . (3.13)

Proof. (1) Let 1 < α ≤ 2 and 0 < ρ ≤ 1. In the case 0 < t ≤ s < T, we have:

ρ1−αsρ−1

Γ (α)

[
tρ

T ρ
(T ρ − sρ)

]α−1

> 0.

Moreover, for 0 < s ≤ t < T, we have tρ

Tρ < 1, then tρ

Tρ s
ρ < sρ and tρ− tρ

Tρ s
ρ > tρ−sρ,

thus

tρ − tρ

T ρ
sρ =

tρ

T ρ
(T ρ − sρ) > tρ − sρ ⇒

[
tρ

T ρ
(T ρ − sρ)

]α−1

− (tρ − sρ)α−1
> 0,

which imply that G (t, s) > 0 for any t, s ∈ (0, T ) .
(2) To prove that

max
0≤t≤T

G (t, s) = G (s, s) =
ρ1−αsρ−1

Γ (α)

[
sρ

T ρ
(T ρ − sρ)

]α−1

, ∀s ∈ [0, T ] , (3.14)

we choose

g1 (t, s) =
ρ1−αsρ−1

Γ (α)

[[
tρ

T ρ
(T ρ − sρ)

]α−1

− (tρ − sρ)α−1

]
,

g2 (t, s) =
ρ1−αsρ−1

Γ (α)

[
tρ

T ρ
(T ρ − sρ)

]α−1

.

Indeed, we put max
0≤t≤T

G (t, s) = G (t∗, s) , where 0 ≤ t∗ ≤ T. Then, we get for some

0 < t1 < t2 < T, that

max
0≤t≤T

G (t, s) =

 g1 (t∗, s) , s ∈ [0, t1] ,
max {g1 (t∗, s) , g2 (t∗, s)} , s ∈ [t1, t2] ,
g2 (t∗, s) , s ∈ [t2, T ] ,

=

{
g1 (t∗, s) , s ∈ [0, r] ,
g2 (t∗, s) , s ∈ [r, T ] ,

where r ∈ [t1, t2] , is the unique solution of equation

g1 (t∗, s) = g2 (t∗, s)⇔ t∗ = s,
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which shows the equality (3.14) .
(3) In the following, we divide the proof into two-part, to show the existence
b ∈ C [0, T ] , such that

G (t, s) ≥ b (t)G (s, s) , for any
T

8
≤ s ≤ T.

(i) Firstly, if 0 ≤ t ≤ s ≤ T, we see that G(t,s)
G(s,s) is decreasing with respect to s.

Consequently

G (t, s)

G (s, s)
=

[
tρ

Tρ (T ρ − sρ)
]α−1[

sρ

Tρ (T ρ − sρ)
]α−1 =

(
t

s

)ρ(α−1)

≥
(
t

T

)ρ(α−1)

= b1 (t) , ∀t ∈ [0, s] .

(ii) In the same way, if 0 ≤ s ≤ t ≤ T, we have sρ

Tρ < tρ

Tρ ≤ 1,
(
tρ

Tρ

)α−2 ≥ 1,
∀α ∈ (1, 2] , and

G (t, s) =
ρ1−αsρ−1

Γ (α)

[[
tρ

T ρ
(T ρ − sρ)

]α−1

− (tρ − sρ)α−1

]

=
(α− 1) ρ1−αsρ−1

Γ (α)

∫ tρ

Tρ (Tρ−sρ)

tρ−sρ
τα−2dτ

≥ (α− 1) ρ1−αsρ−1

Γ (α)

(
tρ

T ρ

)α−2

(T ρ − sρ)α−2

(
tρ

T ρ
(T ρ − sρ)− (tρ − sρ)

)
≥ (α− 1) ρ1−αsρ−1

Γ (α)
(T ρ − sρ)α−1 sρ (T ρ − tρ)

T ρ (T ρ − sρ)
.

As 0 < ρ ≤ 1, we get

T ρ−tρ = ρ

∫ T

t

τρ−1dτ ≥ ρT ρ−1 (T − t) , and T ρ−sρ = ρ

∫ T

s

τρ−1dτ ≤ ρsρ−1 (T − s) .

Therefore

G (t, s)

G (s, s)
≥

(α−1)ρ1−αsρ−1

Γ(α) (T ρ − sρ)α−1 sρ(Tρ−tρ)
Tρ(Tρ−sρ)

ρ1−αsρ−1

Γ(α)

[
sρ

Tρ (T ρ − sρ)
]α−1 = (α− 1)

sρ (T ρ − tρ)
T ρ (T ρ − sρ)

(
T ρ

sρ

)α−1

≥ (α− 1)
s (T − t)
T (T − s)

≥ (α− 1)
s (T − t)
T 2

.

Finally, for s ∈
[
T
8 , t
]
, we have:

G (t, s)

G (s, s)
≥ (α− 1) (T − t)

8T
= b2 (t) .
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It is clear that b1 (t) and b2 (t) are positive functions, it is enough to choose:

b (t) =

{ (
t
T

)ρ(α−1)
, for t ∈ [0, t̄] ,

(α−1)(T−t)
8T , for t ∈ [t̄, T ] ,

(3.15)

where t̄ ∈ (0, T ) is the unique solution of the equation b1 (t) = b2 (t) . We see that

b (t) ≤ b̄ = b (t̄) =

(
t̄

T

)ρ(α−1)

=
(α− 1) (T − t̄)

8T
< 1 for all t ∈ [0, T ] .

Finally, we have ∀s ∈
[
T
8 , T

]
,

G (t, s) ≥ b (t)G (s, s) , ∀t ∈ [0, T ] .

The proof is complete.

Lemma 3.4. Let 1 < α ≤ 2 and 0 < ρ ≤ 1, then there exists a positive constant

λ = 1 +
8ραL (α+ 1) [8ρα − (8ρ − 1)

α
]

h (8ρ − 1)
α [

8ρ (α+ 1) + 8ρ(α−1) (α− 1) (8ρ − 1)
] , for some h, L > 0,

such that ∫ T

0

G (s, s) f (s, u (s)) ds ≤ λ
∫ T

T
8

G (s, s) f (s, u (s)) ds. (3.16)

Proof. As f (t, u (t)) ≥ h, for any t ∈ [0, T ] , we get∫ T

T
8

G (s, s)f (s, u (s)) ds≥ h
∫ T

T
8

ρ1−αsρ−1

Γ (α)

[
sρ

T ρ
(T ρ − sρ)

]α−1

ds

≥− h

αραT ρ(α−1)Γ (α)

∫ T

T
8

sρ(α−1)
[
−ραsρ−1 (T ρ−sρ)α−1

]
ds.

The integral by part gives:

∫ T

T
8

G (s, s)f(s, u (s)) ds≥
h
[
Tρ(α−1)

8ρ(α−1)

(
T ρ− Tρ

8ρ

)α
+ρ (α−1)

∫ T
T
8
sρ(α−1)−1 (T ρ−sρ)αds

]
ραT ρ(α−1)Γ (α+ 1)

≥
h
[

Tρ

8ρ(α−1)

(
T ρ− Tρ

8ρ

)α
+ρ (α−1)

∫ T
T
8

sρ(α−2)

Tρ(α−2) s
ρ−1(T ρ−sρ)αds

]
ραT ρΓ (α+ 1)

≥
h
[

Tρ

8ρ(α−1)

(
T ρ− Tρ

8ρ

)α− α−1
α+1

∫ T
T
8

[
−ρ (α+1)sρ−1(T ρ−sρ)α

]
ds
]

ραT ρΓ (α+ 1)

≥ hT ρα (8ρ − 1)
α

ρα8ραΓ (α+ 1)

[
8ρ (α+ 1) + 8ρ(α−1) (α− 1) (8ρ − 1)

8ρα (α+ 1)

]
.
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Then

ρα8ραΓ (α+ 1)

hT ρα (8ρ − 1)
α

[
8ρα (α+ 1)

8ρ (α+ 1) + 8ρ(α−1) (α− 1) (8ρ − 1)

] ∫ T

T
8

G (s, s) f (s, u (s)) ds ≥ 1.

(3.17)
On the other hand, if max

0≤t≤T
f (t, u) is bounded for u ∈ [0,∞) , then there exists

L0 > 0, such that
|f (t, u (t))| ≤ L0, ∀t ∈ [0, T ] .

In the similar way, if max
0≤t≤T

f (t, u) is unbounded for u ∈ [0,∞) , then there exists

M0 > 0, such that

sup
0≤u≤M0

max
0≤t≤T

|f (t, u (t))| ≤ L1, for some L1 > 0.

In all cases, for L = max {L0, L1} , we have:∫ T
8

0

G (s, s) f (s, u (s)) ds ≤ L
∫ T

8

0

G (s, s) ds ≤ LT ρα [8ρα − (8ρ − 1)
α

]

8ραραΓ (α+ 1)
.

From (3.17) , we get∫ T

0

G (s, s) f (s, u (s)) ds =

∫ T

T
8

G (s, s) f (s, u (s)) ds+

∫ T
8

0

G (s, s) f (s, u (s)) ds

≤
∫ T

T
8

G (s, s) f (s, u (s)) ds+
LT ρα [8ρα − (8ρ − 1)

α
]

ρα8ραΓ (α+ 1)

≤
∫ T

T
8

G (s, s) f (s, u (s)) ds

+
LT ρα [8ρα − (8ρ − 1)

α
]

ρα8ραΓ (α+ 1)
× ρα8ραΓ (α+ 1)

hT ρα (8ρ − 1)
α

×
[

8ρα (α+ 1)

8ρ (α+ 1) + 8ρ(α−1) (α− 1) (8ρ − 1)

]
×
∫ T

T
8

G (s, s) f (s, u (s)) ds

≤ λ

∫ T

T
8

G (s, s) f (s, u (s)) ds.

Let us define the cone P by:

P =

{
u ∈ C [0, T ] | u (t) ≥ b (t)

λ
‖u‖ , ∀t ∈ [0, T ]

}
. (3.18)



Existence of Solutions for Katugampola Fractional Differential Equations 49

Lemma 3.5. Let A : P → C [0, T ] be an integral operator defined by:

Au (t) = β

∫ T

0

G (t, s) f (s, u (s)) ds, (3.19)

equipped with standard norm

‖Au‖ = max
0≤t≤T

|Au (t)| .

Then A (P ) ⊂ P.

Proof. For any u ∈ P, we have from (3.13) , (3.16) and (3.18) , that

Au (t) = β

∫ T

0

G (t, s) f (s, u (s)) ds ≥ βb (t)

∫ T

T
8

G (s, s) f (s, u (s)) ds

≥ βb (t)

λ

∫ T

0

G (s, s) f (s, u (s)) ds

≥ b (t)

λ
max

0≤t≤T

(
β

∫ T

0

G (t, s) f (s, u (s)) ds

)

≥ b (t)

λ
‖Au‖ , ∀t ∈ [0, T ] .

Thus A (P ) ⊂ P. The proof is complete.

Lemma 3.6. A : P → P is a completely continuous operator.

Proof. In view of continuity of G (t, s) and f (t, u) , the operator A : P → P is a
continuous.
Let Ω ⊂ P be a bounded. Then there exists a positive constant M > 0, such that:

‖u‖ ≤M, ∀u ∈ Ω.

By choice

L = sup
0≤u≤M

max
0≤t≤T

|f (t, u)|+ 1.

In this case, we get ∀u ∈ Ω,

|Au (t)| =

∣∣∣∣∣β
∫ T

0

G (t, s) f (s, u (s)) ds

∣∣∣∣∣ ≤ β
∫ T

0

|G (t, s) f (s, u (s))| ds

≤ βL

∫ T

0

G (s, s) ds ≤ βL

ρα−1Γ (α)

∫ T

0

sρ−1 (T ρ − sρ)α−1
ds

≤ βLTαρ

ραΓ (α+ 1)
.



50 B. Basti, Y. Arioua and N. Benhamidouche

Consequently, |Au (t)| ≤ βLTαρ

ραΓ(α+1) , ∀u ∈ Ω. Hence, A (Ω) is bounded.

Now, for 1 < α ≤ 2 and 0 < ρ ≤ 1, we give:

δ (ε) =

(
ραΓ (α)

T ρβL
ε

) 1
ρ(α−1)

, for some ε > 0.

Then ∀u ∈ Ω, and t1, t2 ∈ [0, T ] , where t1 < t2, and t2 − t1 < δ, we find
|Au (t2)−Au (t1)| < ε.
Consequently, for 0 ≤ s ≤ t1 < t2 ≤ T, we have:

G (t2, s)−G (t1, s) =
ρ1−αsρ−1

Γ (α)

[[
t
ρ(α−1)
2 − tρ(α−1)

1

](T ρ − sρ
T ρ

)α−1

−
[
(tρ2 − sρ)

α−1 − (tρ1 − sρ)
α−1

]]
<

ρ1−αsρ−1

Γ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

](T ρ − sρ
T ρ

)α−1

<
ρ1−αsρ−1

Γ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

]
.

In the same way, for 0 ≤ t1 ≤ s < t2 ≤ T or 0 ≤ t1 < t2 ≤ s ≤ T, we have:

G (t2, s)−G (t1, s) <
ρ1−αsρ−1

Γ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

]
.

Then

|Au (t2)−Au (t1)| =

∣∣∣∣∣β
∫ T

0

[G (t2, s)−G (t1, s)] f (s, u (s)) ds

∣∣∣∣∣
≤ βL

∫ T

0

|G (t2, s)−G (t1, s)| ds

< βL

∫ T

0

ρ1−αsρ−1

Γ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

]
ds

<
βLρ1−α

Γ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

] [1

ρ
sρ
]T

0

.

Finally

|Au (t2)−Au (t1)| < βLT ρ

ραΓ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

]
. (3.20)

In the following, we divide the proof into three cases.
(a) If δ ≤ t1 < t2 ≤ T, we have:

δ ≤ t1 < t2 ⇔ t
ρ(α−2)
2 < t

ρ(α−2)
1 ≤ δρ(α−2), and tρ−1

2 < tρ−1
1 ≤ δρ−1.

Thus

tρ2 − t
ρ
1 = t2t

ρ−1
2 − t1tρ−1

1 < t2t
ρ−1
2 − t1tρ−1

2 = tρ−1
2 (t2 − t1) < δρ−1 (t2 − t1) < δρ.
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In similar way

t
ρ(α−1)
2 − tρ(α−1)

1 = tρ2t
ρ(α−2)
2 −tρ1t

ρ(α−2)
1 < tρ2t

ρ(α−2)
2 −tρ1t

ρ(α−2)
2 = t

ρ(α−2)
2 (tρ2−t

ρ
1)

< δρ(α−2) (tρ2 − t
ρ
1)

< δρ(α−1).

Then, the inequality (3.20) gives:

|Au (t2)−Au (t1)| <
βLT ρ

ραΓ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

]
<

βLT ρ

ραΓ (α)
δρ(α−1)

<
βLT ρ

ραΓ (α)

[(
ραΓ (α)

T ρβL
ε

) 1
ρ(α−1)

]ρ(α−1)

< ε. (3.21)

(b) If t1 ≤ δ < t2 < 2δ, we have:

t1 ≤ δ < t2 ⇔ t
ρ(α−2)
2 < δρ(α−2) ≤ tρ(α−2)

1 ,

and

t
ρ(α−1)
2 − tρ(α−1)

1 = tρ2t
ρ(α−2)
2 − tρ1t

ρ(α−2)
1 < tρ2δ

ρ(α−2) − tρ1δρ(α−2)

< δρ(α−2) (tρ2 − t
ρ
1) < δρ(α−1).

Also, we find the same result (3.21) .
(c) If t1 < t2 ≤ δ, we have:

|Au (t2)−Au (t1)| <
βLT ρ

ραΓ (α)

[
t
ρ(α−1)
2 − tρ(α−1)

1

]
<

βLT ρ

ραΓ (α)
t
ρ(α−1)
2

<
βLT ρ

ραΓ (α)
δρ(α−1)

< ε.

By the means of the Ascoli-Arzel Theorem 2.11, we have A : P → P is completely
continuous.

We define some important constants

F0 = lim
u→0+

max
t∈[0,T ]

f(t,u)
u , F∞ = lim

u→+∞
max
t∈[0,T ]

f(t,u)
u ,

f0 = lim
u→0+

min
t∈[0,T ]

f(t,u)
u , f∞ = lim

u→+∞
min
t∈[0,T ]

f(t,u)
u ,

ω1 =
∫ T

0
G (s, s) ds, ω2 = b̄

λ2

∫ T
0
G (s, s) b (s) ds.

Assume that 1
ω2f∞

= 0 if f∞ → ∞, 1
ω1F0

= ∞ if F0 → 0, 1
ω2f0

= 0 if f0 → ∞, and
1

ω1F∞
=∞ if F∞ → 0.
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Theorem 3.7. If ω2f∞ > ω1F0 holds, then for each:

β ∈
(

(ω2f∞)
−1
, (ω1F0)

−1
)
, (3.22)

the boundary value problem (1.1)-(1.2) has at least one positive solution.

Proof. Let β satisfies (3.22) and ε > 0, be such that

((f∞ − ε)ω2)
−1 ≤ β ≤ ((F0 + ε)ω1)

−1
. (3.23)

From the definition of F0, we see that there exists r1 > 0, such that

f (t, u) ≤ (F0 + ε)u, ∀t ∈ [0, T ] , 0 < u ≤ r1. (3.24)

Consequently, for u ∈ P with ‖u‖ = r1, we have from (3.23) , (3.24) , that

‖Au‖ = max
0<t<T

∣∣∣∣∣β
∫ T

0

G (t, s) f (s, u (s)) ds

∣∣∣∣∣
≤ β

∫ T

0

G (s, s) (F0 + ε)u (s) ds

≤ β (F0 + ε) ‖u‖
∫ T

0

G (s, s) ds

≤ β (F0 + ε) ‖u‖ω1

≤ ‖u‖ .

Hence, if we choose Ω1 = {u ∈ C [0, T ] : ‖u‖ < r1} , then

‖Au‖ ≤ ‖u‖ , for u ∈ P ∩ ∂Ω1. (3.25)

By definition of f∞, there exists r3 > 0, such that

f (t, u) ≥ (f∞ − ε)u, ∀t ∈ [0, T ] , u ≥ r3. (3.26)

Therefore, for u ∈ P with ‖u‖ = r2 = max {2r1, r3} , we have from (3.23) , (3.26) ,
that

‖Au‖ ≥ Au (t̄) = β

∫ T

0

G (t̄, s) f (s, u (s)) ds ≥ β
∫ T

T
8

b (t̄)G (s, s) f (s, u (s)) ds

≥ βb̄

λ

∫ T

0

G (s, s) f (s, u (s)) ds ≥ βb̄

λ

∫ T

0

G (s, s) [(f∞ − ε)u (s)] ds, ∀t ∈ [0, T ] .

By definition of P in (3.18) , we have:

‖Au‖ ≥ βb̄ (f∞ − ε)
λ2

‖u‖
∫ T

0

G (s, s) b (s) ds

≥ β (f∞ − ε) ‖u‖ω2

≥ ‖u‖ .
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If we set Ω2 = {u ∈ C [0, T ] : ‖u‖ < r2} , then

‖Au‖ ≥ ‖u‖ , for u ∈ P ∩ ∂Ω2. (3.27)

Now, from (3.25) , (3.27) , and Lemma 2.13, we guarantee that A has a fix point
u ∈ P ∩

(
Ω̄2\Ω1

)
with r1 ≤ ‖u‖ ≤ r2. It is clear that u is a positive solution of

(1.1)-(1.2) . The proof is complete.

Theorem 3.8. If ω2f0 > ω1F∞ holds, then for each:

β ∈
(

(ω2f0)
−1
, (ω1F∞)

−1
)
, (3.28)

the boundary value problem (1.1)-(1.2) has at least one positive solution.

Proof. Let β satisfies (3.28) and ε > 0, be such that

((f0 − ε)ω2)
−1 ≤ β ≤ ((F∞ + ε)ω1)

−1
. (3.29)

From definition of f0, we see that there exists r1 > 0, such that

f (t, u) ≥ (f0 − ε)u, ∀t ∈ [0, T ] , 0 < u ≤ r1.

Further, if u ∈ P with ‖u‖ = r1, then similar to the proof’s second part of Theorem
3.7, we can get that ‖Au‖ ≥ ‖u‖ . Then, if we choose Ω1 = {u ∈ C [0, T ] : ‖u‖ < r1} ,
thus

‖Au‖ ≥ ‖u‖ , for u ∈ P ∩ ∂Ω1. (3.30)

Next, and by definition of F∞, we may choose R1 > 0, such that

f (t, u) ≤ (F∞ + ε)u, for u ≥ R1. (3.31)

We consider two cases:
1) If max

0≤t≤T
f (t, u) is bounded for u ∈ [0,∞) . Then, there exists some L > 0, such

that
f (t, u) ≤ L, for all t ∈ [0, T ] , u ∈ P.

Let us denote by r3 = max {2r1, βLω1} , if u ∈ P with ‖u‖ = r3, then

‖Au‖ = max
0≤t≤T

∣∣∣∣∣β
∫ T

0

G (t, s) f (s, u (s)) ds

∣∣∣∣∣ ≤ βL
∫ T

0

G (s, s) ds = βLω1 ≤ r3 = ‖u‖ .

Hence,
‖Au‖ ≤ ‖u‖ , for u ∈ ∂Pr3 = {u ∈ P : ‖u‖ ≤ r3} . (3.32)

2) If max
0≤t≤T

f (t, u) is unbounded for u ∈ [0,∞) , then there exists some r4 =

max {2r1, R1} , such that

f (t, u) ≤ max
0≤t≤T

f (t, r4) , for all 0 < u ≤ r4, t ∈ [0, T ] .
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Let u ∈ P with ‖u‖ = r4. Then, from (3.29) , (3.31) , we have:

‖Au‖ = max
0<t<T

∣∣∣∣∣β
∫ T

0

G (t, s) f (s, u (s)) ds

∣∣∣∣∣ ≤ β
∫ T

0

G (s, s) (F∞ + ε)u (s) ds

≤ β (F∞ + ε) ‖u‖
∫ T

0

G (s, s) ds = β (F∞ + ε) ‖u‖ω1

≤ ‖u‖ .

Thus, (3.32) is also true for u ∈ ∂Pr4 .
In both cases 1 and 2, if we set Ω2 = {u ∈ C [0, T ] : ‖u‖ < r2 = max {r3, r4}} , then

‖Au‖ ≤ ‖u‖ , for u ∈ P ∩ ∂Ω2. (3.33)

Now, from (3.30) , (3.33) , and Lemma 2.13, we guarantee that A has a fix point
u ∈ P ∩

(
Ω̄2\Ω1

)
with r1 ≤ ‖u‖ ≤ r2. It is clear that u is a positive solution of

(1.1)-(1.2) . The proof is complete.

Theorem 3.9. Suppose there exists r2 > r1 > 0, such that

sup
0≤u≤r2

max
0≤t≤T

f (t, u) ≤ r2

βω1
, and inf

0≤u≤r1
f (t, u) ≥ r1

βλω2
b (t) , ∀t ∈ [0, T ] . (3.34)

Then, the boundary value problem (1.1)-(1.2) has a positive solution u ∈ P, with
r1 ≤ ‖u‖ ≤ r2.

Proof. Choose Ω1 = {u ∈ C [0, T ] : ‖u‖ < r1} . Then, for u ∈ P ∩ ∂Ω1, we get

‖Au‖ ≥ Au (t̄) = β

∫ T

0

G (t̄, s) f (s, u (s)) ds ≥ β
∫ T

T
8

b (t̄)G (s, s) f (s, u (s)) ds

≥ βb̄

λ

∫ T

0

G (s, s) inf
0≤u≤r1

f (s, u (s)) ds ≥ βb̄

λ

∫ T

0

G (s, s)
r1

βλω2
b (s) ds

≥ r1 = ‖u‖ .

On the other hand, choose Ω2 = {u ∈ C [0, T ] : ‖u‖ < r2} . Then, for u ∈ P ∩ ∂Ω2,
we get

‖Au‖ = max
0<t<T

∣∣∣∣∣β
∫ T

0

G (t, s) f (s, u (s)) ds

∣∣∣∣∣ ≤ β
∫ T

0

G (s, s) sup
0≤u≤r2

max
0≤t≤T

f (s, u (s)) ds

≤ β

∫ T

0

G (s, s)
r2

βω1
ds = r2 = ‖u‖ .

Now, from Lemma 2.13, we guarantee that A has a fix point u ∈ P ∩
(
Ω̄2\Ω1

)
with

r1 ≤ ‖u‖ ≤ r2. It is clear that u is a positive solution of (1.1)-(1.2) . The proof is
complete.
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3.2. Application of Banach fixed point theorem

In this part, we assume that β ∈ R and ρ > 0, and f : [0, T ]× [0,∞)→ [0,∞) satisfies
the conditions:

(H1) f (t, u) is Lebesgue measurable function with respect to t on [0, T ] ,

(H2) f (t, u) is continuous function with respect to u on R.

Theorem 3.10. Assume (H1) , (H2) hold, and there exists a constant σ > 0, such
that

|f (t, u)− f (t, v)| ≤ σ |u− v| , for almost every t ∈ [0, T ] , and all u, v ∈ C [0, T ] .
(3.35)

If

|β| < ραΓ (α+ 1)

σTαρ
. (3.36)

Then, there exists a unique solution of the boundary value problem (1.1)-(1.2) on
[0, T ] .

Proof. Assume that |β| < ραΓ(α+1)
σTαρ , and consider the operator A : C [0, T ]→ C [0, T ]

defined by (3.19) as follows

Au (t) = β

∫ T

0

G (t, s) f (s, u (s)) ds.

We shall show that A is a contraction mapping. In fact, for any u, v ∈ C [0, T ] , we
have

|Au (t)−Av (t)| =

∣∣∣∣∣β
∫ T

0

G (t, s) [f (s, u (s))− f (s, v (s))] ds

∣∣∣∣∣
≤ |β|

∫ T

0

G (t, s) |f (s, u (s))− f (s, v (s))| ds

≤ |β|σ
∫ T

0

G (s, s) |u (s)− v (s)| ds,

then

‖Au−Av‖ ≤ |β|σ ‖u− v‖
∫ T

0

G (s, s) ds

≤ |β|σTαρ

ραΓ (α+ 1)
‖u− v‖ . (3.37)

This imply from (3.37) that A is a contraction operator. As a consequence of Theorem
2.14, by Banach’s contraction principle [5], we deduce that A has a unique fixed point
which is the unique solution of the problem (1.1)-(1.2) on [0, T ] .
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4. Examples

In this section, we present some examples to illustrate the usefulness of our main
results.
Example 1. Consider the following boundary value problem{

1D
3
2

0+u (t) + β (1 + t)u (t) ln (1 + u (t)) = 0, t ∈ [0, 1] .
u (0) = u (1) = 0.

(4.1)

Set β > 0 any finite positive real number, and

f (t, u) = (1 + t)u ln (1 + u) .

In this case, the function f is jointly continuous for any t ∈ [0, 1] , and any u > 0.
We get

F0 = lim
u→0+

max
t∈[0,T ]

f(t,u)
u = 0+, f∞ = lim

u→+∞
min
t∈[0,T ]

f(t,u)
u =∞.

On the other hand, we get

ω1 =

∫ 1

0

G (s, s) ds =
1

Γ
(

3
2

) ∫ 1

0

√
s (1− s)ds =

1
1
2

√
π

π

8
=

√
π

4
, (4.2)

and

b (t) =

{ √
t for t ∈ [0, t̄] ,

1−t
16 for t ∈ [t̄, 1] .

(4.3)

Then

ω2 =
b̄

λ2Γ
(

3
2

) [∫ t̄

0

s
√

(1− s)ds+
1

16

∫ 1

t̄

√
s (1− s)

3
2 ds

]
' b̄
√
π

128λ2
. (4.4)

Where t̄ ' 0, 003876 . . . and b̄ ' 0, 062258 . . . and the choice of λ depends directly by
choice of r1, r2 in (3.25) , (3.27) .

Because ω1, ω2 > 0, two finite constants for any choice of 0 < r1 < r2 < ∞. We
have always:

1

ω2f∞
= 0, and

1

ω1F0
=∞.

Then, the condition (3.22) is satisfied for any 0 < β <∞.
It follows from Theorem 3.7 that the problem (4.1) has at least one solution.

Example 2. Consider{
1D

3
2

0+u (t) + β (1 + t)u (t) exp
(

1
u(t) − [u (t)]

2
)

= 0, t ∈ [0, 1] .

u (0) = u (1) = 0.
(4.5)
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Set β > 0 any finite positive real number, and

f (t, u) = (1 + t)u exp

(
1

u
− u2

)
.

Clearly, for any t ∈ [0, 1] and any u > 0, the function f is jointly continuous.
Here, we have:

f0 = lim
u→0+

min
t∈[0,T ]

f(t,u)
u =∞, F∞ = lim

u→+∞
max
t∈[0,T ]

f(t,u)
u = 0+.

Also, we find the same function b (t) in (4.3) , and same constant ω1, ω2 respectively
in (4.2) , (4.4) .

The choice of λ > 1 depends directly by choice of r1, r2 in (3.30) , (3.33) .
Because ω1, ω2 > 0, two finite constants for any choice of 0 < r1 < r2 < ∞. We

have always:
1

ω2f0
= 0, and

1

ω1F∞
=∞.

Then, the condition (3.28) is satisfied for any 0 < β <∞.
It follows from Theorem 3.8 that the problem (4.5) has at least one solution.

Example 3. Consider the following boundary value problem{
1D

3
2

0+u (t) + (1+t)(1+u(t))√
π

= 0, t ∈ [0, 1] .

u (0) = u (1) = 0.
(4.6)

Set β = 1√
π
, and

f (t, u) = (1 + t) (1 + u) .

The function f is jointly continuous for any t ∈ [0, 1] and any u > 0.
We find the same function b (t) in (4.3) , such that 0 ≤ b (t) < 1, and

ω1 =

∫ 1

0

G (s, s) ds =

√
π

4
.

Choosing r1 = 1
104 < r2 = 2. Then, for all t ∈ [0, 1] , we have:

h = 1 ≤ f (t, u) ≤ 6 = L.

In this case

λ = 1 +
8ραL (α+ 1) [8ρα − (8ρ − 1)

α
]

h (8ρ − 1)
α [

8ρ (α+ 1) + 8ρ(α−1) (α− 1) (8ρ − 1)
]

= 1 +
8

3
2 × 6× 5

2 ×
(

8
3
2 − 7

3
2

)
7

3
2 ×

(
8× 5

2 +
√

8× 7
2

)
' 3, 517426 . . .
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Then

ω2 '
b̄
√
π

128λ2
' 0, 062258×

√
π

128× 3, 5174262
' 3, 9313

√
π

105
.

It remains to show that the conditions in (3.34) , which is

sup
0≤u≤r2

max
0≤t≤T

f (t, u) = 6 ≤ r2

βω1
' 8,

and

inf
0≤u≤r1

f3 (t, u) = 1 + t ≥ r1

βλω2
b (t) ' 0, 72317× b (t) , ∀t ∈ [0, 1] .

Are satisfied. It follows from Theorem 3.9 that the problem (4.6) has at least one
solution.

Example 4. Let{
2
3D

3
2

0+u (t) + cos(t)[2+|u(t)|]
π(
√

2 cos(t)+sin(t))[1+|u(t)|]
= 0, t ∈

[
0, π4

]
,

u (0) = u
(
π
4

)
= 0.

(4.7)

Set β = 1
π and

f (t, u) =
cos (t) [2 + |u|](√

2 cos (t) + sin (t)
)

[1 + |u|]
, t ∈

[
0,
π

4

]
, u, v ∈ R.

As sin (t) , cos (t) are continuous positive functions ∀t ∈
[
0, π4

]
, the function f is

jointly continuous. For any u, v ∈ R and t ∈
[
0, π4

]
, we have

√
2

2 ≤ cos (t) ≤ 1, and

0 ≤ sin (t) ≤
√

2
2 , then

|f (t, u)− f (t, v)| =

∣∣∣∣∣ cos (t) [2 + |u|](√
2 cos (t) + sin (t)

)
[1 + |u|]

− cos (t) [2 + |v|](√
2 cos (t) + sin (t)

)
[1 + |v|]

∣∣∣∣∣
=

∣∣∣∣ cos (t)√
2 cos (t) + sin (t)

∣∣∣∣ ∣∣∣∣2 + |u|
1 + |u|

− 2 + |v|
1 + |v|

∣∣∣∣
≤ ||u| − |v|| ≤ |u− v| .

Hence, the condition (3.35) is satisfied with σ = 1. It remains to show that the
condition (3.36)

0 < β =
1

π
' 0, 318309 . . . <

ραΓ (α+ 1)

σTαρ
=

2
3

3
2 × Γ

(
5
2

)
π
4

' 0, 921317 . . .

is satisfied. It follows from Theorem 3.10 that the problem (4.7) has a unique solution.
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5. Conclusion

In this paper we have discussed the existence and the uniqueness of solutions for a
class of nonlinear fractional differential equations with a boundary value, by using
the properties of Guo-Krasnosel’skii and Banach fixed point theorems. The used
differential operator is developed by Katugampola, which generalizes the Riemann-
Liouville and the Hadamard fractional derivatives into a single form.

Acknowledgments

The authors are deeply grateful to the referees and the editors for their kind comments
on improving the presentation of this paper.

References

[1] Y. Arioua, N. Benhamidouche, Boundary value problem for Caputo-Hadamard
fractional differential equations, Surveys in Mathematics and its Applications 12
(2017) 103–115.

[2] R.P. Agarwal, M. Meehan, D. O’Regan, Fixed Point Theory and Applications,
Cambridge University Press, Cambridge, 2001.

[3] K. Diethelm, The Analysis of Fractional Differential Equations, Springer, Berlin,
2010.

[4] M. El-Shahed, Positive solutions for boundary value problem of nonlinear frac-
tional differential equation, Abstract and Applied Analysis 2007 (2007) 1–8.

[5] A. Granas, J. Dugundji, Fixed Point Theory, Springer-Verlag, New York, 2003.

[6] U.N. Katugampola, New approach to a generalized fractional integral, Applied
Mathematics and Computation 218 (3) (2011) 860–865.

[7] U.N. Katugampola, A new approach to generalized fractional derivatives, Math-
ematical Analysis and Applications 6 (4) (2014) 1–15.

[8] U.N. Katugampola, Existence and uniqueness results for a class of general-
ized fractional differential equations, Bull. Math. Anal. Appl., arXiv:1411.5229v1
(2016).

[9] A.A. Kilbas, H.H. Srivastava, J.J. Trujillo, Theory and Applications of Fractional
Differential Equations, Elsevier Science B.V., Amsterdam, 2006.

[10] A.A. Kilbas, J.J. Trujillo, Differential equations of fractional order: methods,
results and problems I, Appl. Anal. 78 (2001) 153–192.



60 B. Basti, Y. Arioua and N. Benhamidouche

[11] A.A. Kilbas, J.J. Trujillo, Differential equations of fractional order: methods,
results and problems II, Appl. Anal. 81 (2002) 435–493.

[12] M.A. Krasnosel’skii, Positive Solutions of Operator Equations, Noordhoff,
Groningen, 1964.

[13] R.W. Leggett, L.R. Williams, Multiple positive fixed points of nonlinear operators
on ordered Banach spaces, Indiana Univ. Math. J. 28 (1979) 673–688.

[14] K.S. Miller, Fractional differential equations, J. Fract. Calc. 3 (1993) 49–57.

[15] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional
Differential Equations, Wiley, New York, 1993.

[16] A.M. Nakhushev, The Sturm–Liouville problem for a second order ordinary dif-
ferential equation with fractional derivatives in the lower terms, Dokl. Akad.
Nauk SSSR 234 (1977) 308–311.

[17] I. Podlubny, Fractional Differential Equations, Mathematics in Science and En-
gineering, Academic Press, New York, 1999.

[18] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integral and Derivatives
(Theory and Applications), Gordon and Breach, Switzerland, 1993.

[19] X. Xu, D. Jiang, C. Yuan, Multiple positive solutions for the boundary value
problem of a nonlinear fractional differential equation, Nonlinear Anal. 71 (2009)
4676–4688.

[20] Zhanbing Bai, Haishen L, Positive solutions for boundary value problem of non-
linear fractional differential equation, J. Math. Anal. Appl. 311 (2005) 495–505.

DOI: 10.7862/rf.2019.3

Bilal Basti
email: bilalbasti@univ-msila.dz

ORCID: 0000-0001-8216-3812
Laboratory for Pure and Applied Mathematics
University of M’sila
M’sila 28000
ALGERIA



Existence of Solutions for Katugampola Fractional Differential Equations 61

Yacine Arioua*
email: yacine.arioua@univ-msila.dz

ORCID: 0000-0002-9681-9568
Laboratory for Pure and Applied Mathematics
University of M’sila
M’sila 28000
ALGERIA
*Corresponding author

Nouredine Benhamidouche
email: nbenhamidouche@univ-msila.dz

ORCID: 0000-0002-5740-8504
Laboratory for Pure and Applied Mathematics
University of M’sila
M’sila 28000
ALGERIA

Received 03.08.2018 Accepted 29.12.2018



J o u r n a l of
Mathematics
and Applications

JMA No 42, pp 63-77 (2019)

COPYRIGHT c© by Publishing House of Rzeszów University of Technology
P.O. Box 85, 35-959 Rzeszów, Poland

Fast Growing Solutions to Linear

Differential Equations with Entire

Coefficients Having the Same ρϕ-order

Benharrat Beläıdi

Abstract: This paper deals with the growth of solutions of a class
of higher order linear differential equations

f (k) +Ak−1 (z) f (k−1) + · · ·+A1 (z) f ′ +A0 (z) f = 0, k ≥ 2

when most coefficients Aj (z) (j = 0, ..., k − 1) have the same ρϕ-order
with each other. By using the concept of τϕ-type, we obtain some results
which indicate growth estimate of every non-trivial entire solution of the
above equations by the growth estimate of the coefficient A0 (z) . We im-
prove and generalize some recent results due to Chyzhykov-Semochko and
the author.

AMS Subject Classification: 34M10, 30D35.
Keywords and Phrases: Linear differential equations; Entire function; Meromorphic
function; ρϕ-order; µϕ-order; τϕ-type.

1. Introduction and main results

Throughout this paper, the term ”meromorphic” will mean meromorphic in the com-
plex plane C. Also, we shall assume that readers are familiar with the fundamental
results and the standard notation of the Nevanlinna value distribution theory of mero-
morphic functions such as m(r, f), N(r, f), T (r, f) (see, [12, 24]). For all r ∈ R, we
define exp1 r := er and expp+1 r := exp

(
expp r

)
, p ∈ N. We also define for all r

sufficiently large log1 r := log r and logp+1 r := log
(
logp r

)
, p ∈ N. Moreover, we

denote by exp0 r := r, log0 r := r, log−1 r := exp1 r and exp−1 r := log1 r, see [17, 18] .
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Definition 1.1 ([17]). Let p ≥ 1 be an integer. The iterated p-order of a meromorphic
function f is defined by

ρp (f) = lim sup
r−→+∞

logp T (r, f)

log r
,

where T (r, f) is the Nevanlinna characteristic function of f. If f is entire, then the
iterated p-order of f is defined by

ρp (f) = lim sup
r−→+∞

logp T (r, f)

log r
= lim sup
r−→+∞

logp+1M(r, f)

log r
,

where M (r, f) = max
|z|=r

|f (z)| is the maximum modulus function.

Definition 1.2 ([17]). The finiteness degree of the order of a meromorphic function
f is defined by

i (f) :=


0, for f rational,

min {j ∈ N : ρj (f) <∞} , for f transcendental for which
some j ∈ N with ρj (f) <∞ exists,

+∞, for f with ρj (f) = +∞, ∀j ∈ N.

Definition 1.3 Let f be a meromorphic function. Then the iterated p-type of f, with
iterated p-order 0 < ρp (f) <∞ is defined by

τp (f) = lim sup
r−→+∞

logp−1T (r, f)

rρp(f)
(p ≥ 1 is an integer) .

If f is an entire function, then the iterated p-type of f, with iterated p-order
0 < ρp (f) <∞ is defined by

τM,p (f) = lim sup
r−→+∞

logpM (r, f)

rρp(f)
(p ≥ 1 is an integer) .

Remark 1.1 Note that for p = 1, we can have τM,1 (f) 6= τ1 (f) . For example if

f (z) = ez, then τM,1 (f) = 1 6= τ1 (f) =
1

π
. However, by Proposition 2.2.2 in [18] , we

have τM,p (f) = τp (f) for p ≥ 2.

Consider for k ≥ 2 the linear differential equation

f (k) +Ak−1 (z) f (k−1) + · · ·+A1 (z) f ′ +A0 (z) f = 0, (1.1)

where A0 (z) 6≡ 0, . . . , Ak−1 (z) are entire functions. It is well-known that all solu-
tions of equation (1.1) are entire functions and if some of the coefficients of (1.1) are
transcendental, then (1.1) has at least one solution with order ρ(f) = +∞. As far as
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we known, Bernal [7] firstly introduced the idea of iterated order to express the fast
growth of solutions of complex linear differential equations. Since then, many authors
obtained further results on iterated order of solutions of (1.1), see e.g. [2, 8, 9, 17].

In [17] , Kinnunen have investigated the growth of solutions of equation (1.1) and
obtained the following theorem.

Theorem A ([17]). Let A0 (z) , ..., Ak−1 (z) be entire functions such that i (A0) = p
(0 < p <∞) . If either max{i (Aj): j = 1, 2, ..., k − 1} < p or max{ρp (Aj): j =
1, 2, ..., k − 1} < ρp (A0) , then every solution f 6≡ 0 of (1.1) satisfies i (f) = p + 1
and ρp+1 (f) = ρp (A0) .

Note that the result of Theorem A occur when there exists only one dominant
coefficient. In the case that there are more than one dominant coefficients, the author
[2] obtained the following result.

Theorem B ([2]). Let A0 (z) , ..., Ak−1 (z) be entire functions, and let i (A0) = p
(0 < p <∞) . Assume that either

max{i (Aj) : j = 1, 2, ..., k − 1} < p

or
max{ρp (Aj) : j = 1, 2, ..., k − 1} ≤ ρp (A0) = ρ (0 < ρ < +∞)

and
max{τM,p (Aj) : ρp (Aj) = ρp (A0)} < τM,p (A0) = τ (0 < τ < +∞) .

Then every solution f 6≡ 0 of (1.1) satisfies i (f) = p+1 and ρp+1 (f) = ρp (A0) = ρ.

In [15, 16], Juneja, Kapoor and Bajpai have investigated some properties of entire
functions of [p, q]-order and obtained some results about their growth. In [20], in order
to maintain accordance with general definitions of the entire function f of iterated
p-order [17, 18], Liu-Tu-Shi gave a minor modification of the original definition of the
[p, q]-order given in [15, 16]. With this new concept of [p, q]-order, Liu, Tu and Shi [20]
have considered equation (1.1) with entire coefficients and obtained different results
concerning the growth of their solutions. After that, several authors used this new
concept to investigate the growth of solutions in the complex plane and in the unit
disc [3, 4, 5, 13, 19, 23, 25] . For the unity of notations, we here introduce the concept
of [p, q]-order, where p, q are positive integers satisfying p ≥ q ≥ 1 (e.g. see, [19, 20]).

Definition 1.4 ([19, 20]). Let p ≥ q ≥ 1 be integers. If f is a transcendental
meromorphic function, then the [p, q]-order of f is defined by

ρ[p,q] (f) = lim sup
r−→+∞

logp T (r, f)

logq r
.

It is easy to see that 0 ≤ ρ[p,q] (f) ≤ ∞. If f is rational, then T (r, f) = O (log r) ,
and so ρ[p,q] (f) = 0 for any p ≥ q ≥ 1. By Definition 1.4, we have that ρ[1,1] (f) =
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ρ1 (f) = ρ (f) usual order, ρ[2,1] (f) = ρ2 (f) hyper-order and ρ[p,1] (f) = ρp (f)
iterated p−order.

Remark 1.2 Both definitions of iterated order and of [p, q]-order have the disadvan-
tage that they do not cover arbitrary growth, i.e., there exist entire or meromorphic
functions of infinite [p, q]-order and p-th iterated order for arbitrary p ∈ N, i.e., of
infinite degree, see Example 1.4 in [10].

Recently, Chyzhykov and Semochko [10] have given general definition of growth
for an entire function f in the complex plane, which does not have this disadvantage
(see [22]) as follows.

As is [10] , let Φ be the class of positive unbounded increasing function on d1,+∞)
such that ϕ (et) is slowly growing, i.e.,

∀c > 0 : lim
t→+∞

ϕ (ect)

ϕ (et)
= 1.

We give some properties of functions from the class Φ.

Proposition 1.1 ([10]). If ϕ ∈ Φ, then

∀m > 0, ∀k ≥ 0 : lim
x→+∞

ϕ−1 (log xm)

xk
= +∞, (1.2)

∀δ > 0 : lim
x→+∞

logϕ−1 ((1 + δ)x)

logϕ−1 (x)
= +∞. (1.3)

Remark 1.3 ([10]). If ϕ is non-decreasing, then (1.3) is equivalent to the definition
of the class Φ.

Definition 1.5 ([10]). Let ϕ be an increasing unbounded function on d1,+∞). Then,
the orders of the growth of an entire function f are defined by

ρ̃0ϕ (f) = lim sup
r−→+∞

ϕ (M(r, f))

log r
, ρ̃1ϕ (f) = lim sup

r−→+∞

ϕ (logM(r, f))

log r
.

If f is meromorphic, then the orders are defined by

ρ0ϕ (f) = lim sup
r−→+∞

ϕ
(
eT (r,f)

)
log r

, ρ1ϕ (f) = lim sup
r−→+∞

ϕ (T (r, f))

log r
.

Remark 1.4 Now, if we suppose that ϕ (r) = log log r, then it is clear that ϕ ∈ Φ. In
this case, the above definition of orders coincide with definitions of usual order and
hyper-order, i.e., if f is entire, then

ρ̃0log log (f) = lim sup
r−→+∞

log logM(r, f)

log r
= ρ (f) ,
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ρ̃1log log (f) = lim sup
r−→+∞

log log logM(r, f)

log r
= ρ2 (f) .

If f is meromorphic, then

ρ0log log (f) = lim sup
r−→+∞

log log
(
eT (r,f)

)
log r

= lim sup
r−→+∞

log T (r, f)

log r
= ρ (f) ,

ρ1log log (f) = lim sup
r−→+∞

ϕ (T (r, f))

log r
= lim sup
r−→+∞

log log T (r, f)

log r
= ρ2 (f) .

Proposition 1.2 ([10]). Let ϕ ∈ Φ and f be an entire function. Then

ρjϕ (f) = ρ̃jϕ (f) , j = 0, 1.

Now, by Definition 1.5, we can introduce the concepts of µϕ lower order.

Definition 1.6 Let ϕ be an increasing unbounded function on d1,+∞). Then, the
lower orders of the growth of an entire function f are defined by

µ̃0
ϕ (f) = lim inf

r−→+∞

ϕ (M(r, f))

log r
, µ̃1

ϕ (f) = lim inf
r−→+∞

ϕ (logM(r, f))

log r
.

If f is meromorphic, then the orders are defined by

µ0
ϕ (f) = lim inf

r−→+∞

ϕ
(
eT (r,f)

)
log r

, µ1
ϕ (f) = lim inf

r−→+∞

ϕ (T (r, f))

log r
.

Proposition 1.3 Let ϕ ∈ Φ and f be an entire function. Then

µjϕ (f) = µ̃jϕ (f) , j = 0, 1.

Proof. By using the same proof of Proposition 3.1 in [10] and replacing lim sup by
lim inf, we can easily obtain the Proposition 1.3.

Definition 1.7 Let ϕ be an increasing unbounded function on [1,+∞). Then, the
types of an entire function f with 0 < ρ̃iϕ (f) < +∞ (i = 0, 1) are defined by

τ̃0M,ϕ (f) = lim sup
r−→+∞

exp {ϕ (M (r, f))}
rρ̃

0
ϕ(f)

, τ̃1M,ϕ (f) = lim sup
r−→+∞

exp {ϕ (logM(r, f))}
rρ̃

1
ϕ(f)

.

If f is meromorphic, then the types of f with 0 < ρiϕ (f) < +∞ (i = 0, 1) are defined
by

τ0ϕ (f) = lim sup
r−→+∞

exp
{
ϕ
(
eT (r,f)

)}
rρ

0
ϕ(f)

, τ1ϕ (f) = lim sup
r−→+∞

exp {ϕ (T (r, f))}
rρ

1
ϕ(f)

.

Definition 1.8 Let ϕ be an increasing unbounded function on [1,+∞). Then, the
lower types of an entire function f with 0 < µ̃iϕ (f) < +∞ (i = 0, 1) are defined by

τ̃0M,ϕ (f) = lim inf
r−→+∞

exp {ϕ (M (r, f))}
rµ̃

0
ϕ(f)

, τ̃1M,ϕ (f) = lim inf
r−→+∞

exp {ϕ (logM(r, f))}
rµ̃

1
ϕ(f)

.
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If f is meromorphic, then the lower types of f with 0 < µiϕ (f) < +∞ (i = 0, 1) are
defined by

τ0ϕ (f) = lim inf
r−→+∞

exp
{
ϕ
(
eT (r,f)

)}
rµ

0
ϕ(f)

, τ1ϕ (f) = lim inf
r−→+∞

exp {ϕ (T (r, f))}
rµ

1
ϕ(f)

.

Very recently, Bandura, Skaskiv and Filevych in [1, Theorem 7] proved that for
an arbitrary entire transcendental function f of infinite order, there exists a strictly
increasing positive unbounded and continuously differentiable function ϕ on d1,+∞)
such that ρ̃0ϕ (f) ∈ (0,+∞). On the other hand, Chyzhykov and Semochko [10],
Semochko [21] , Beläıdi [6] used the concepts of ρϕ-orders in order to investigate the
growth of solutions of linear differential equations in the complex plane and in the
unit disc. Examples of such results are the following two theorems.

Theorem C ([10]). Let ϕ ∈ Φ and let A0 (z) , . . . , Ak−1 (z) be entire functions sati-
sfying max{ρ0ϕ (Aj) : j = 1, . . . , k − 1} < ρ0ϕ (A0) . Then, every solution f 6≡ 0 of
equation (1.1) satisfies ρ1ϕ (f) = ρ0ϕ (A0).

Theorem D ([6]). Let A0 (z) , ..., Ak−1 (z) be entire functions, and let ϕ ∈ Φ. Assume
that max{ρ̃0ϕ (Aj) : j = 1, . . . , k−1} < µ̃0

ϕ (A0) ≤ ρ̃0ϕ (A0) < +∞. Then every solution
f 6≡ 0 of (1.1) satisfies µ̃0

ϕ (A0) = µ̃1
ϕ (f) ≤ ρ̃1ϕ (f) = ρ̃0ϕ (A0) .

The main purpose of this paper is to consider the growth of solutions of equation
(1.1) with entire coefficients of finite ρϕ-order in the complex plane by using the
concept of τϕ-type. We obtain the following results which extend Theorems A-B-C-D.

Theorem 1.1 Let A0 (z) , ..., Ak−1 (z) be entire functions, and let ϕ ∈ Φ. Assume
that

max{ρ̃0ϕ (Aj) : j = 1, . . . , k − 1} ≤ ρ̃0ϕ (A0) = ρ < +∞ (0 < ρ < +∞)

and

max{τ̃0M,ϕ (Aj) : ρ̃0ϕ (Aj) = ρ̃0ϕ (A0)} < τ̃0M,ϕ (A0) = τ (0 < τ < +∞) .

Then every solution f 6≡ 0 of (1.1) satisfies ρ̃1ϕ (f) = ρ̃0ϕ (A0) .

By using Proposition 1.2, combining Theorem C and Theorem 1.1, we obtain the
following result.

Corollary 1.1 Let A0 (z) , ..., Ak−1 (z) be entire functions, and let ϕ ∈ Φ. Assume
that either

max{ρ̃0ϕ (Aj) : j = 1, . . . , k − 1} < ρ̃0ϕ (A0)

or

max{ρ̃0ϕ (Aj) : j = 1, . . . , k − 1} ≤ ρ̃0ϕ (A0) = ρ < +∞ (0 < ρ < +∞)
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and

max{τ̃0M,ϕ (Aj) : ρ̃0ϕ (Aj) = ρ̃0ϕ (A0)} < τ̃0M,ϕ (A0) = τ (0 < τ < +∞) .

Then every solution f 6≡ 0 of (1.1) satisfies ρ̃1ϕ (f) = ρ̃0ϕ (A0) .

Theorem 1.2 Let A0 (z) , ..., Ak−1 (z) be entire functions, and let ϕ ∈ Φ. Assume
that

max{ρ̃0ϕ (Aj) : j = 1, . . . , k − 1} ≤ µ̃0
ϕ (A0) ≤ ρ̃0ϕ (A0) = ρ < +∞

(
µ̃0
ϕ (A0) > 0

)
and

τ1 = max{τ̃0M,ϕ (Aj) : ρ̃0ϕ (Aj) = µ̃0
ϕ (A0)} < τ̃0M,ϕ (A0) = τ (0 < τ < +∞) .

Then every solution f 6≡ 0 of (1.1) satisfies ρ̃1ϕ (f) = ρ̃0ϕ (A0) ≥ µ̃1
ϕ (f) = µ̃0

ϕ (A0) .

By combining Theorem D and Theorem 1.2, we obtain the following result.

Corollary 1.2 Let A0 (z) , ..., Ak−1 (z) be entire functions, and let ϕ ∈ Φ. Assume
that either

max{ρ̃0ϕ (Aj) : j = 1, . . . , k − 1} < µ̃0
ϕ (A0) ≤ ρ̃0ϕ (A0) < +∞

or

max{ρ̃0ϕ (Aj) : j = 1, . . . , k − 1} ≤ µ̃0
ϕ (A0) ≤ ρ̃0ϕ (A0) = ρ < +∞

(
µ̃0
ϕ (A0) > 0

)
and

τ1 = max{τ̃0M,ϕ (Aj) : ρ̃0ϕ (Aj) = µ̃0
ϕ (A0)} < τ̃0M,ϕ (A0) = τ (0 < τ < +∞) .

Then every solution f 6≡ 0 of (1.1) satisfies ρ̃1ϕ (f) = ρ̃0ϕ (A0) ≥ µ̃1
ϕ (f) = µ̃0

ϕ (A0) .

2. Some preliminary lemmas

We recall the following definition. The logarithmic measure of a set F ⊂ (1,+∞) is

defined by lm (F ) =
∫ +∞
1

χF (t)
t dt, where χH (t) is the characteristic function of a set

H. Our proofs depend mainly upon the following lemmas.

Lemma 2.1 ([11]). Let f be a transcendental meromorphic function, and let α > 1 be
a given constant. Then there exist a set E1 ⊂ (1,∞) with finite logarithmic measure
and a constant B > 0 that depends only on α and i, j (0 ≤ i < j ≤ k), such that for
all z satisfying |z| = r /∈ [0, 1] ∪ E1, we have∣∣∣∣f (j)(z)f (i)(z)

∣∣∣∣ ≤ B{T (αr, f)

r
(logα r) log T (αr, f)

}j−i
.
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Lemma 2.2 Let ϕ ∈ Φ and f be an entire function with 0 < ρ̃0ϕ (f) = ρ < +∞
and type 0 < τ̃0M,ϕ (f) < ∞. Then for any given β < τ̃0M,ϕ (f) , there exists a set
E2 ⊂ [1,+∞) that has infinite logarithmic measure, such that for all r ∈ E2, we have

ϕ (M (r, f)) > log (βrρ) .

Proof. By definitions of τ̃0M,ϕ (f) type, there exists an increasing sequence {rn} ,
rn → +∞ satisfying

(
1 + 1

n

)
rn < rn+1 and

lim
rn→+∞

exp {ϕ (M (rn, f))}
rρn

= τ̃0M,ϕ (f) .

Then, there exists a positive integer n0 such that for all n ≥ n0 and for any given ε
with 0 < ε < τ̃0M,ϕ (A0)− β, we have

exp {ϕ (M (rn, f))} >
(
τ̃0M,ϕ (f)− ε

)
rρn. (2.1)

For any given β < τ̃0M,ϕ (f) , there exists a positive integer n1 such that for all n ≥ n1,
we have (

n

n+ 1

)ρ
>

β

τ̃0M,ϕ (f)− ε
. (2.2)

Taking n ≥ n2 = max {n0, n1} . By (2.1) and (2.2) for any r ∈
[
rn,
(
1 + 1

n

)
rn
]
, we

obtain

exp {ϕ (M (r, f))} ≥ exp {ϕ (M (rn, f))} >
(
τ̃0M,ϕ (f)− ε

)
rρn

≥
(
τ̃0M,ϕ (f)− ε

)( n

n+ 1
r

)ρ
> βrρ.

Set E2 =
+∞
∪

n=n2

[
rn,
(
1 + 1

n

)
rn
]
, then there holds

lm (E2) =

+∞∑
n=n2

(1+ 1
n )rn∫
rn

dt

t
=

+∞∑
n=n2

log

(
1 +

1

n

)
= +∞.

Lemma 2.3 ([6]) . Let ϕ ∈ Φ and A0 (z) , ..., Ak−1 (z) be entire functions. Then,
every solution f 6≡ 0 of (1.1) satisfies

ρ̃1ϕ (f) ≤ max{ρ̃0ϕ (Aj) : j = 0, 1, . . . , k − 1}.

Lemma 2.4 ([6]) . Let ϕ ∈ Φ and f be a meromorphic function with µ1
ϕ (f) < +∞.

Then there exists a set E3 ⊂ (1,+∞) with infinite logarithmic measure such that for
r ∈ E3 ⊂ (1,+∞) , we have for any given ε > 0

T (r, f) < ϕ−1
((
µ1
ϕ (f) + ε

)
log r

)
.
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Lemma 2.5 ([14]). Let f (z) =
∞∑
n=0

anz
n be an entire function, µ (r) be the maximum

term, i.e.,
µ (r) = max {|an| rn : n = 0, 1, 2, ...} ,

ν (r, f) = νf (r) be the central index of f , i.e., ν (r, f) = max {m : µ (r) = |am| rm}.
Then
(i)

µ (r) = log |a0|+
r∫
0

νf (t)

t
dt

here we assume that |a0| 6= 0.
(ii) For r < R

M (r, f) < µ (r)

{
νf (R) +

R

R− r

}
.

Lemma 2.6 ([14, 18]). Let f be a transcendental entire function. Then there exists
a set E4 ⊂ (1,+∞) with finite logarithmic measure such that for all z satisfying
|z| = r /∈ E4 and |f(z)| = M(r, f), we have

f (n)(z)

f(z)
=

(
νf (r)

z

)n
(1 + o(1)), (n ∈ N),

where νf (r) is the central index of f.

Lemma 2.7 [6]. Let ϕ ∈ Φ and f be an entire function with µ̃0
ϕ (f) < +∞. Then

there exists a set E5 ⊂ (1,+∞) with infinite logarithmic measure such that for
r ∈ E5 ⊂ (1,+∞) , we have for any given ε > 0

M (r, f) < ϕ−1
((
µ̃0
ϕ (f) + ε

)
log r

)
.

3. Proof of Theorem 1.1

Suppose that f ( 6≡ 0) is a solution of equation (1.1). From (1.1) , we can write

|A0 (z)| ≤
∣∣∣∣f (k)f

∣∣∣∣+ |Ak−1 (z)|
∣∣∣∣f (k−1)f

∣∣∣∣+ · · ·+ |A1 (z)|
∣∣∣∣f ′f
∣∣∣∣ . (3.1)

If max{ρ̃0ϕ (Aj) : j = 1, . . . , k − 1} < ρ̃0ϕ (A0) = ρ, then by Theorem C, we
obtain ρ̃1ϕ (f) = ρ̃0ϕ (A0). Suppose that max{ρ̃0ϕ (Aj) : j = 1, 2, ..., k − 1} =
ρ̃0ϕ (A0) = ρ (0 < ρ < +∞) and max{τ̃0M,ϕ (Aj) : ρ̃0ϕ (Aj) = ρ̃0ϕ (A0)} < τ̃0M,ϕ (A0) = τ

(0 < τ < +∞). First, we prove that ρ1 = ρ̃1ϕ (f) ≥ ρ̃0ϕ (A0) = ρ. Suppose the con-
trary ρ1 = ρ̃1ϕ (f) < ρ̃0ϕ (A0) = ρ. Then, there exists a set I ⊆ {1, 2, ..., k − 1} such
that ρ̃0ϕ (Aj) = ρ̃0ϕ (A0) = ρ (j ∈ I) and τ̃0M,ϕ (Aj) < τ̃0M,ϕ (A0) (j ∈ I) . Thus, we
choose α1, α2 satisfying

max{τ̃0M,ϕ (Aj) : (j ∈ I)} < α1 < α2 < τ̃0M,ϕ (A0) = τ,
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for sufficiently large r, we have

|Aj (z)| ≤ ϕ−1 (log (α1r
ρ)) (j ∈ J) (3.2)

and

|Aj (z)| ≤ ϕ−1
(
log rβ1

)
≤ ϕ−1 (log (α1r

ρ)) (j ∈ {1, ..., k − 1} \J) , (3.3)

where 0 < β1 < ρ. By Lemma 2.2, there exists a set E2 ⊂ [1,+∞) with infinite
logarithmic measure such that for all r ∈ E2, we have

|A0 (z)| = M (r,A0) > ϕ−1 (log (α2r
ρ)) . (3.4)

By Lemma 2.1, there exists a constant B > 0 and a set E1 ⊂ (1,+∞) having finite
logarithmic measure such that for all z satisfying |z| = r /∈ E1 ∪ [0, 1], we have∣∣∣∣f (j)(z)f(z)

∣∣∣∣ ≤ B [T (2r, f)]
k+1

(j = 1, 2, ..., k) .

Since ρ̃1ϕ (f) = ρ1, then by Proposition 1.2, for any given ε with 0 < ε < ρ − ρ1 and
sufficiently large |z| = r /∈ E1 ∪ [0, 1]∣∣∣∣f (j)(z)f(z)

∣∣∣∣ ≤ B [T (2r, f)]
k+1 ≤ B

[
ϕ−1

(
log (2r)

ρ1+ε
)]k+1

(j = 1, 2, ..., k) . (3.5)

Hence, by substituting (3.2) , (3.3) , (3.4) and (3.5) into (3.1) , for any given ε
(0 < ε < min

{
α2−α1

2 , ρ− ρ1
}

) and for sufficiently large |z| = r ∈ E2\ (E1 ∪ [0, 1]) ,
we have

ϕ−1 (log (α2r
ρ)) ≤ kBϕ−1 (log (α1r

ρ))
[
ϕ−1

(
log (2r)

ρ1+ε
)]k+1

≤ ϕ−1 (log ((α1 + 2ε) rρ)) . (3.6)

The latter two estimates follow from the properties of (1.2) and (1.3). Since
E2\ (E1 ∪ [0, 1]) is a set of infinite logarithmic measure, then there exists a sequence
of points |zn| = rn ∈ E2\ (E1 ∪ [0, 1]) tending to +∞. It follows by (3.6) that

ϕ−1 (log (α2r
ρ
n)) ≤ ϕ−1 (log ((α1 + 2ε) rρn))

holds for all zn satisfying |zn| = rn ∈ E2\ (E1 ∪ [0, 1]) as |zn| → +∞. By arbitrariness
of ε > 0 and the monotonicity of the function ϕ−1, we obtain that α1 ≥ α2. This
contradiction proves the inequality ρ̃1ϕ (f) ≥ ρ̃0ϕ (A0). On the other hand, by Lemma
2.3, we have

ρ̃1ϕ (f) ≤ max{ρ̃0ϕ (Aj) : j = 0, 1, . . . , k − 1} = ρ̃0ϕ (A0) .

Hence, every solution f 6≡ 0 of equation (1.1) satisfies ρ̃1ϕ (f) = ρ̃0ϕ (A0) .
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4. Proof of Theorem 1.2

Suppose that f ( 6≡ 0) is a solution of equation (1.1). Then by Theorem 1.1, we obtain
ρ̃1ϕ (f) = ρ̃0ϕ (A0). Now, we prove that µ1 = µ̃1

ϕ (f) ≥ µ̃0
ϕ (A0) = µ. Suppose the

contrary µ1 = µ̃1
ϕ (f) < µ̃0

ϕ (A0) = µ. We set b = max{ρ̃0ϕ (Aj) : ρ̃0ϕ (Aj) < µ̃0
ϕ (A0)}.

If ρ̃0ϕ (Aj) < µ̃0
ϕ (A0) , then for any given ε with 0 < 3ε < min {µ− b, τ − τ1} and for

sufficiently large r, we have

|Aj (z)| ≤ ϕ−1
(
log rb+ε

)
≤ ϕ−1

(
log rµ̃

0
ϕ(A0)−2ε

)
. (4.1)

If ρ̃0ϕ (Aj) = µ̃0
ϕ (A0), τ̃0M,ϕ (Aj) ≤ τ1 < τ̃0M,ϕ (A0) = τ, then for sufficiently large r,

we have

|Aj (z)| ≤ ϕ−1
(

log (τ1 + ε) rµ̃
0
ϕ(A0)

)
(4.2)

and

|A0 (z)| ≥ ϕ−1
(

log (τ − ε) rµ̃
0
ϕ(A0)

)
. (4.3)

From (1.1) , we can write

|A0 (z)| ≤
∣∣∣∣f (k)f

∣∣∣∣+ |Ak−1 (z)|
∣∣∣∣f (k−1)f

∣∣∣∣+ · · ·+ |A1 (z)|
∣∣∣∣f ′f
∣∣∣∣ . (4.4)

By Lemma 2.1, there exists a constant B > 0 and a set E1 ⊂ (1,+∞) having finite
logarithmic measure such that for all z satisfying |z| = r /∈ E1 ∪ [0, 1], we have∣∣∣∣f (j)(z)f(z)

∣∣∣∣ ≤ B [T (2r, f)]
k+1

(j = 1, 2, ..., k) .

By Proposition 1.3 and Lemma 2.4, for any given ε with 0 < ε < µ−µ1 and sufficiently
large |z| = r ∈ E3\ (E1 ∪ [0, 1])∣∣∣∣f (j)(z)f(z)

∣∣∣∣ ≤ B [T (2r, f)]
k+1

< B
[
ϕ−1

(
log (2r)

µ1+ε
)]k+1

(j = 1, 2, ..., k) , (4.5)

where E3 is a set of infinite logarithmic measure. Hence, by substituting (4.1)− (4.3)

and (4.5) into (4.4), for the above ε with 0 < ε < min
{
µ−b
3 , τ−τ13 , µ− µ1

}
), we

obtain for sufficiently large |z| = r ∈ E3\ (E1 ∪ [0, 1])

ϕ−1
(

log (τ − ε) rµ̃
0
ϕ(A0)

)
≤ Bkϕ−1

(
log (τ1 + ε) rµ̃

0
ϕ(A0)

)
[T (2r, f)]

k+1

≤ Bkϕ−1
(

log (τ1 + ε) rµ̃
0
ϕ(A0)

) [
ϕ−1

(
log (2r)

µ1+ε
)]k+1

≤ ϕ−1
(

log (τ1 + 2ε) r
µ̃0
ϕ(A0)
n

)
. (4.6)
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The latter two estimates follow from the properties of (1.2) and (1.3). Since
E3\ (E1 ∪ [0, 1]) is a set of infinite logarithmic measure, then there exists a sequence
of points |zn| = rn ∈ E3\ (E1 ∪ [0, 1]) tending to +∞. It follows by (4.6) that

ϕ−1
(

log (τ − ε) rµ̃
0
ϕ(A0)
n

)
≤ ϕ−1

(
log (τ1 + 2ε) r

µ̃0
ϕ(A0)
n

)
holds for all zn satisfying |zn| = rn ∈ E3\ (E1 ∪ [0, 1]) as |zn| → +∞. By arbitrariness
of ε > 0 and the monotonicity of the function ϕ−1, we obtain that τ1 ≥ τ . This
contradiction proves the inequality µ̃1

ϕ (f) ≥ µ̃0
ϕ (A0).

Now, we prove µ̃1
ϕ (f) ≤ µ̃0

ϕ (A0) . By (1.1) , we have∣∣∣∣f (k)f
∣∣∣∣ ≤ |Ak−1 (z)|

∣∣∣∣f (k−1)f

∣∣∣∣+ · · ·+ |A1 (z)|
∣∣∣∣f ′f
∣∣∣∣+ |A0 (z)| . (4.7)

By Lemma 2.6, there exists a set E4 ⊂ (1,+∞) of finite logarithmic measure such
that the estimation

f (j)(z)

f(z)
=

(
νf (r)

z

)j
(1 + o (1)) (j = 1, ..., k) (4.8)

holds for all z satisfying |z| = r /∈ E4, r → +∞ and |f (z)| = M (r, f). By Lemma
2.7, for any given ε > 0, there exists a set E5 ⊂ (1,+∞) that has infinite logarithmic
measure, such that for |z| = r ∈ E5

|A0 (z)| < ϕ−1
(

log rµ̃
0
ϕ(A0)+ε

)
. (4.9)

Substituting (4.1) , (4.2) , (4.8) and (4.9) into (4.7) , we obtain

νf (r) ≤ krk |1 + o (1)|ϕ−1
(

log rµ̃
0
ϕ(A0)+ε

)
≤ ϕ−1

(
log rµ̃

0
ϕ(A0)+2ε

)
(4.10)

for all z satisfying |z| = r ∈ E5\E4, r → +∞ and |f (z)| = M (r, f) . By (4.10) ,
Lemma 2.5 and Proposition 1.1, we obtain for each ε > 0

T (r, f) ≤ logM (r, f) < logµ (r, f) + log (ν (2r, f) + 2)

< 2ν (r, f) log r + log (2ν (2r, f))

≤ 2ϕ−1
(

log rµ̃
0
ϕ(A0)+2ε

)
log r + log

(
2ϕ−1

(
log (2r)

µ̃0
ϕ(A0)+ε

))
= 2ϕ−1

(
log rµ̃

0
ϕ(A0)+2ε

)
log r + log 2 + logϕ−1

(
log (2r)

µ̃0
ϕ(A0)+ε

)
≤ ϕ−1

(
log rµ̃

0
ϕ(A0)+3ε

)
.
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Hence,

ϕ (T (r, f))

log r
≤ log rµ̃

0
ϕ(A0)+3ε

log r
= µ̃0

ϕ (A0) + 3ε.

It follows

µ1
ϕ (f) = µ̃1

ϕ (f) = lim inf
r−→+∞

ϕ (T (r, f))

log r
≤ µ̃0

ϕ (A0) + 3ε.

Since ε > 0 is arbitrary, it follows that µ̃1
ϕ (f) ≤ µ̃0

ϕ (A0) . Hence, every solution f 6≡ 0
of equation (1.1) satisfies µ̃0

ϕ (A0) = µ̃1
ϕ (f) ≤ ρ̃1ϕ (f) = ρ̃0ϕ (A0) .
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1. Introduction

Normed quasilinear spaces are introduced by Aseev, [2], in an effort to generalize
normed linear spaces. A partial order relation was used to define normed quasilinear
spaces. Motivated by [2], and using the framework and the tools given in [2], we
developed the analysis in these spaces in [5, 6, 7, 8, 9, 12].

In this paper, we introduce the concept of seminormed quasilinear spaces and
mention its some basic properties. Also we state and prove a version of Hahn-Banach
theorem, one of the fundamental tools for the application of functional analysis, for
seminormed quasilinear spaces.
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2. Preliminaries and some results on quasilinear

spaces and normed quasilinear spaces

In this section, we present some basic definitions and results that appeared in
[2] and [12] and which will be using in the sequel. Let us begin with Aseev’s main
definition.

Definition 2.1. [2] A set X is called quasilinear space (qls, for short), if a partial
order relation “�”, an algebraic sum operation and an operation of multiplication by
real numbers are defined in it in such a way that the following conditions hold for any
elements x, y, z, v ∈ X and any α, β ∈ R:

x � x, (2.1)

x � z if x � y and y � z, (2.2)

x = y if x � y and y � x, (2.3)

x+ y = y + x, (2.4)

x+ (y + z) = (x+ y) + z, (2.5)

there exists an element θ ∈ X such that x+ θ = x, (2.6)

α · (β · x) = (αβ) · x, (2.7)

α · (x+ y) = α · x+ α · y, (2.8)

1 · x = x, (2.9)

0 · x = θ, (2.10)

(α+ β) · x � α · x+ β · x, (2.11)

x+ z � y + v if x � y and z � v, (2.12)

α · x � α · y if x � y. (2.13)

Generally, a qls X with the partial order relation “�” is denoted by (X,�). Here, we
prefer denote the zero vector of X by θ for clarity.

Every linear space is a qls with the partial order relation “=”.
The most favorite example of qls which is not a linear space is the set of all

nonempty, compact and convex subsets of real numbers with the inclusion relation
“⊆”, the algebraic sum operation

A+B = {a+ b : a ∈ A, b ∈ B}

and multiplication operation by a real number λ defined by

λ ·A = {λa : a ∈ A} .
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We denote this set by ΩC (R).
Another one is Ω (R) which is the set of all nonempty compact subsets of real

numbers.
In general, Ω (E) and ΩC (E) stand for the space of all nonempty closed bounded

and nonempty convex and closed bounded subsets of any normed linear space E, re-
spectively. Both are nonlinear qls with the inclusion relation and a slight modification
of addition operation by

A+B = {a+ b : a ∈ A, b ∈ B}

and multiplication operation by a λ ∈ R defined by λ ·A = {λa : a ∈ A} . Where the
closure is taken with respect to the standard topology in R.

Lemma 2.1. [2] In a qls (X,�), the element θ is minimal, i.e., x = θ if x � θ.

Let X be a qls and Y ⊆ X. Then Y is called a subspace of X if Y is a qls with
the same partial order relation and the restriction of the operations on X to Y .

Theorem 2.1. [12] Y is a subspace of qls X if and only if α · x+ β · y ∈ Y for every
x, y ∈ Y and α, β ∈ R.

An element x′ ∈ X is called inverse of x ∈ X if x+ x′ = θ. Further, if an inverse
element exists, then it is unique. An element x possessing inverse is called regular,
otherwise is called singular. Xr and Xs stand for the sets of all regular and singular
elements in X, respectively, [12].

It will be assumed throughout the text that −x = (−1) · x.
Suppose that every element x in a qls X has inverse element x′ ∈ X . Then the

partial order in X is determined by equality, the distributivity condition in (2.11)
holds and consequently, X is a linear space, [2]. In a real linear space, “=” is only
way to define a partial order such that the conditions (2.1)-(2.13) hold.

On the other hand, an element x ∈ X is said to be symmetric if −x = x, and Xd

denotes the set of all symmetric elements.
Xr, Xd and Xs∪{θ} are subspaces of X and called regular, symmetric and singular

subspaces of X, respectively, [12].

Definition 2.2. [2] Let (X,�) be a qls. A real function ‖.‖X : X −→ R is called a
norm if the following conditions hold:

‖x‖X > 0 if x 6= θ, (2.14)

‖x+ y‖X ≤ ‖x‖X + ‖y‖X , (2.15)

‖α · x‖X = |α| ‖x‖X , (2.16)

if x � y, then ‖x‖X ≤ ‖y‖X , (2.17)

if for any ε > 0 there exists an element xε ∈ X such that (2.18)

x � y + xε and ‖xε‖X ≤ ε then x � y.

A qls X ,with a norm defined on it, is called normed quasilinear space (normed qls,
for short).
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Let (X,�) be a normed qls. Hausdorff metric or norm metric on X is defined by
the equality

hX(x, y) = inf {r ≥ 0 : x � y + ar1, y � x+ ar2 and ‖ari ‖ ≤ r, i = 1, 2} .

Since x � y+ (x− y) and y � x+ (y− x) for any elements x, y ∈ X, the quantity
hX(x, y) is well defined. Also, it is not hard to see that the function hX satisfies all of
the metric axioms and we should note that hX(x, y) may not equal to ‖x− y‖X if X is
a nonlinear qls; however hX(x, y) ≤ ‖x− y‖X is always true for any elements x, y ∈ X.
Therefore, we use the metric instead of the norm to discuss topological properties in
normed quasilinear spaces. For example, xn → x if and only if hX(xn, x)→ 0 for the
sequence (xn) in a normed qls. Although, always ‖xn − x‖X → 0 implies xn → x in
normed quasilinear spaces, xn → x may not imply ‖xn − x‖X → 0.

Let E be a real normed linear space. Then Ω(E) and ΩC(E) are normed quasi-
linear spaces with the norm defined by

‖A‖Ω = sup
a∈A
‖a‖E . (2.19)

In this case, the Hausdorff metric is defined as usual:

hΩ(A,B) = inf{r ≥ 0 : A ⊆ B + S(θ, r), B ⊆ A+ S(θ, r)},

where S(θ, r) is the closed ball of radius r about θ ∈ X, [2].

Lemma 2.2. [2] The operations of algebraic sum and multiplication by real num-
bers are continuous with respect to the Hausdorff metric. The norm is a continuous
function with respect to the Hausdorff metric.

Lemma 2.3. [2] Let X be a normed qls and n be a positive integer.

a) Suppose that xn → x0, yn → y0 and xn � yn for any n. Then x0 � y0.

b) Let xn → x0 and zn → x0. If xn � yn � zn for any n, then yn → x0.

c) If xn + yn → x0 and yn → θ, then xn → x0.

Definition 2.3. [2] Let (X,�) and (Y,4) be quasilinear spaces. A mapping T : X →
Y is called a quasilinear operator if it satisfies the following three conditions:

T (α · x) = α · T (x) for any α ∈ R, (2.20)

T (x1 + x2) 4 T (x1) + T (x2) , (2.21)

if x1 � x2, then T (x1) 4 T (x2) . (2.22)

If X and Y are linear spaces, then the definition of a quasilinear operator coincides
with the usual definiton of linear operator. In this case, condition (2.22) is automat-
ically satisfied.
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Definition 2.4. [2] Let X and Y be normed linear spaces. Any mapping from X to
Ω(Y ) is called a multivalued mapping.

A quasilinear operator T : X → Ω(Y ) is called a multivalued quasilinear mapping.
In this case, conditions (2.20) and (2.21) take the form

T (α · x) = α · T (x) for any α ∈ R,

T (x1 + x2) ⊂ T (x1) + T (x2) .

Also, condition (2.22) is automatically satisfied.
On the other hand, any quasilinear operator from X to Ω(R) is called a quasilinear

functional.

3. Seminormed quasilinear spaces

In this section, we propose a generalization of normed quasilinear spaces. Let us
start the following definition.

Definition 3.1. Let (X,�) be a qls. A real function p : X → R is called a seminorm
if the following conditions hold:

p(x) ≥ 0 if x 6= θ, (3.1)

p(x+ y) ≤ p(x) + p(y), (3.2)

p(α · x) = |α| p(x), (3.3)

p(x) ≤ p(y) if x � y. (3.4)

A qls X with a seminorm defined on it, is called seminormed quasilinear space (briefly,
seminormed qls).

A seminorm p is called total seminorm (or norm) if the condition

“if for any ε > 0 there exists an element xε ∈ X such that

x � y + xε and p(xε) ≤ ε then x � y” (3.5)

holds.

Note that this definition is inspired from the definition of norm presented by Aseev
in [2] and every seminormed (normed) qls is a semimetric (metric) qls.

Proposition 3.1. Let (X, p) be a seminormed qls. Then the equality

hX(x, y) = inf {r ≥ 0 : x � y + ar1, y � x+ ar2, p(a
r
i ) ≤ r, i = 1, 2} (3.6)

defines a semimetric on X. If p is total, hX becomes a metric.
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Proof. First of all, we should note that the quantity hX is well defined since x �
y + (x− y) and y � x+ (y − x) for any elements x, y ∈ X.

Assume that x = y. Then x � y and y � x. According to this,

x � y + ar1 and y � x+ ar2

for ar1 = ar2 = θ. That implies hX(x, y) = 0 since p(ar1) = p(ar2) = 0.
Clearly hX is symmetric. Further, remembering that

hX(x, z) = inf
{
r ≥ 0 : x � z + ar1, z � x+ ar2 and p(ari ) ≤

r

2
, i = 1, 2

}
and

hX(z, y) = inf
{
r ≥ 0 : y � z + br1, z � y + br2 and p(bri ) ≤

r

2
, i = 1, 2

}
,

we write x � y + ar1 + br2 for every elements ar1 and br2 such that x � z + ar1 and
z � y + br2.

Similarly, we can say y � x + ar2 + br1 for every elements ar2 and br1 such that
y � z + br1 and z � x+ ar2. Since

p(ar1 + br2) ≤ p(ar1) + p(br2) ≤ r

2
+
r

2
= r

and
p(ar2 + br1) ≤ p(ar2) + p(br1) ≤ r

2
+
r

2
= r,

we get hX(x, y) ≤ hX(x, z) + hX(z, y). Because

hX(x, y) = inf {r ≥ 0 : x � y + ar1 + br2, y � x+ ar2 + br1,

p(ar1 + br2) ≤ r and p(ar2 + br1) ≤ r}

≤ inf
{
r ≥ 0 : x � z + ar1, z � x+ ar2, p(a

r
i ) ≤

r

2
, i = 1, 2

}
+ inf

{
r ≥ 0 : y � z + br1, z � y + br2, p(b

r
i ) ≤

r

2
, i = 1, 2

}
= hX(x, z) + hX(z, y).

Hence the equality (3.6) defines a semimetric.
Now let us show that hX becomes a metric whenever that the seminorm p is total:
Let p be total and hX(x, y) = 0. Then for any ε > 0 there exist elements xε1, x

ε
2 ∈ X

such that x � y+ xε1, y � x+ xε2 and p(xεi) ≤ ε, i = 1, 2. Hence the totality condition
implies that x � y and y � x, that is x = y.

The function hX defined with the equality in (3.6) is called semimetric (metric)
derived from the seminorm (total seminorm) p.

Let hX be semimetric (metric) derived from the seminorm (total seminorm) p.
Then the inequality hX(x, y) ≤ p(x− y) holds for every x, y ∈ X.
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Proposition 3.2. Let (X, p) be a seminormed qls and hX be semimetric (metric)
derived from the seminorm (total seminorm) p. Then we have

i) hX (x+ y, z + v) ≤ hX (x, z) + hX (y, v) ,

ii) hX (α · x, α · y) = |α|hX (x, y) ,

iii) p(x) = hX (x, θ)

for each α ∈ R and every x, y, z, v ∈ X.

Proof. Let us show that the inequality i) holds. Taking into account the definition
of hX and inf A+ inf B ≥ inf A+B, and using (2.12), we write

hX (x, z) + hX (y, v)

= inf {r ≥ 0 : x � z + ar1, z � x+ ar2, p(a
r
i ) ≤ r/2, i = 1, 2}

+ inf {r ≥ 0 : y � v + br1, v � y + br2, p(b
r
i ) ≤ r/2, i = 1, 2}

≥ inf

{
r ≥ 0 : x � z + ar1, y � v + br1, z � x+ ar2, v � y + br2,

p(ari ) ≤ r/2, p(bri ) ≤ r/2, i = 1, 2

}

= inf

{
r ≥ 0 : x+ y � z + v + ar1 + br1, z + v � x+ y + ar2 + br2,

p(ari + bri ) ≤ r, i = 1, 2

}
= hX (x+ y, z + v) .

The equalities ii) and iii) can be also easily obtained.

Proposition 3.3. Let (X, p) be a seminormed qls, x, y ∈ X and hX be semimetric
(metric) derived from the seminorm (total seminorm) p. Then

hX(x, θ) ≤ hX(y, θ) if x � y. (3.7)

Further, quasilinear space operations are continuous with respect to the topology in-
duced by hX .

Proof. Primarily, we say that x � y implies p(x) ≤ p(y) since p is seminorm. Con-
sidering

p(x) = hX(x, θ) and p(y) = hX(y, θ),

it is obtained hX(x, θ) ≤ hX(y, θ) whenever x � y.
Since the topology derived from the semimetric hX is first countable topology,

to say that addition and scalar multiplication operations are continuous, it will be
sufficient to show that these operations are sequentially continuous.

For continuity of addition, let (xn) and (yn) be two sequences in X such that
xn → x and yn → y. Then for every ε > 0 there exists N∈N such that

xn � x+ aε1,n, x � xn + aε2,n and p
(
aεi,n

)
≤ ε

2
, i = 1, 2
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and
yn � y + bε1,n, y � yn + bε2,n and p

(
bεi,n
)
≤ ε

2
, i = 1, 2

whenever n ≥ N. Taking into account that p is seminorm and using (2.12), we can
write

xn + yn � x+ y + aε1,n + bε1,n,

x+ y � xn + yn + aε2,n + bε2,n

and

p
(
aε1,n + bε1,n

)
≤ p

(
aε1,n

)
+ p

(
bε1,n

)
≤ ε

2
+
ε

2
= ε

p
(
aε2,n + bε2,n

)
≤ p

(
aε2,n

)
+ p

(
bε2,n

)
≤ ε

2
+
ε

2
= ε.

These imply that xn + yn → x+ y.
Hence, it remains to show that multiplication operation is continuous. Let (xn)

be a sequence in X such that xn → x. Then for every ε > 0 there exists N∈N such
that

xn � x+ aε1,n, x � xn + aε2,n and p
(
aεi,n

)
≤ ε

|λ|
, λ ∈ R+, i = 1, 2

whenever n ≥ N. Using (2.8), (2.12), (2.13) and the fact that p is seminorm, we can
say

λ · xn � λ · x+ λ · aε1,n,

λ · x � λ · xn + λ · aε2,n

and
p
(
λ · aεi,n

)
≤ |λ| p

(
aεi,n

)
≤ ε, i = 1, 2.

This implies that λ · xn → λ · x.

Also, we note that the semimetric (metric) hX induced by a seminorm (total
seminorm) on the qls X is not translation invariant. But this semimetric (metric)
satisfies the inequality

hX(x+ a, y + a) ≤ hX(x, y), a ∈ X.

Indeed,
hX(x+ a, y + a) ≤ hX(x, y) + hX(a, a) = hX(x, y).

Now let us present an example of seminorm function which is not a norm.

Example 3.1. Consider the qls ΩC(R2) and the function

p(A) = sup{|x2| : (x1, x2) ∈ A}

for any A ∈ ΩC(R2).
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It is easy to see that p holds seminorm axioms. On the other hand, p is not a
norm since p(A) = 0, for element A = {(t, 0) : −1 ≤ t ≤ 1} ∈ ΩC(R2) 6= θ. Also the
condition (2.18) is also not satisfied:

Let A = {(t, 0) : 0 ≤ t ≤ 2}, B = {(t, 0) : 0 ≤ t ≤ 1} and ε > 0 be arbitrary. Let
us define as

Aε = {(t+ ε, 0) : 0 ≤ t ≤ 1} .
Then p(Aε) = 0 and A ⊂ B +Aε, but A  B.

Example 3.2. The function q(A) = p(A)
1+p(A) formed by aid of the seminorm p in

Example 3.1 is not a seminorm on ΩC(R2), since

q(λ ·A) =
p(λ ·A)

1 + p(λ ·A)
=

|λ| p(A)

1 + |λ| p(A)
6= λq(A).

In the following, we give an example of a semimetric map that is not a metric.

Example 3.3. Let A,B ∈ ΩC(R2) and

d(A,B) = sup
{√
|a1 − b1| : (a1, a2) ∈ A, (b1, b2) ∈ B

}
. (3.8)

Firstly let us show that this formula defines a function from ΩC(R2) to R:
Consider the projection

p1 : R2 → R, p1(a1, a2) = a1

and remember that p1 is continuous. p1(A) and p1(B) are compact subsets of R since
A and B are compact in R2. Hence there exist the numbers M1,M2 ≥ 0 such that
|x| ≤M1 for every x ∈ p1(A) and |x| ≤M2 for every x ∈ p1(B). Therefore, since

sup
{√
|a1 − b1| : (a1, a2) ∈ A, (b1, b2) ∈ B

}
= sup

{√
|a1 − b1| : a1 ∈ p1(A), b1 ∈ p1(B)

}
and |x| ≤

√
M1 +M2 for x ∈

{√
|a1 − b1| : a1 ∈ p1(A), b1 ∈ p1(B)

}
, the function d

is well defined.
It is easy to verify that d is a semimetric. But d is not a metric on ΩC(R2). Indeed,

for elements A = {(2, 3)} and B = {(2, 4)} in ΩC(R2), d(A,B) = 0, but A 6= B.
On the other hand, we can show that the semimetric d defined with (3.8) holds

the condition (3.7) and the algebraic operations on ΩC(R2) are continuous according
to this semimetric.

For continuity of addition, let (An) and (Bn) be sequences in ΩC(R2) such that
An → A, Bn → B and we take any xn ∈ An + Bn. Then there exist an ∈ An and
bn ∈ Bn such that xn = an+bn.We can write as an = (a1,n, a2,n) and bn = (b1,n, b2,n)
since An, Bn ∈ ΩC(R2). Because of An → A, Bn → B, we have

d(An, A) = sup

{√
|a1,n − a1| : (a1,n, a2,n) ∈ An, (a1, a2) ∈ A

}
→ 0



88 S. Çakan and Y. Yılmaz

and

d(Bn, B) = sup

{√
|b1,n − b1| : (b1,n, b2,n) ∈ Bn, (b1, b2) ∈ B

}
→ 0,

whenever n→∞. Hence, we obtain that

d(An +Bn, A+B)

= sup

{√
|a1,n + b1,n − (a1 + b1)| : (a1,n + b1,n, a2,n + b2,n) ∈ An +Bn,

(a1 + b1, a2 + b2) ∈ A+B}

≤ sup

{√
|a1,n − a1| : (a1,n, a2,n) ∈ An, (a1, a2) ∈ A

}
+ sup

{√
|b1,n − b1| : (b1,n, b2,n) ∈ Bn, (b1, b2) ∈ B

}
→ 0 + 0 = 0 (n→∞).

This shows that the addition operation is continuous. Similarly it can be seen
that the real-scalar multiplication operation is continuous.

Lastly it remains to show that the condition (3.7) is satisfied. Assume that A ⊆ B.
Then

d(A, θ) = sup
{√
|a1| : (a1, a2) ∈ A

}
≤ sup

{√
|a1| : (a1, a2) ∈ B

}
= d(B, θ).

Remark 3.1. Every semimetric on a qls may not be obtained from a seminorm. In
Example 3.3, if the semimetric defined on ΩC(R2) is obtained from a seminorm, the
property ii) in Proposition 3.2 should hold. However, we see that

d (λ ·A, λ ·B) = sup
{√
|λ · a1 − λ · b1| : (λ · a1, λ · a2) ∈ λ ·A, (λ · b1, λ · b2) ∈ λ ·B

}
=
√
|λ| sup

{√
|a1 − b1| : (a1, a2) ∈ A, (b1, b2) ∈ B

}
=
√
|λ|d (A,B) .

The following proposition is a comment of the condition (2.18).

Proposition 3.4. Let X be a normed qls, Nθ is the family of all neighbourhoods of
θ and x, y ∈ X. If for any V ∈ Nθ there exists some b ∈ V such that x � y + b, then
x � y.

Remark 3.2. In Proposition 3.4, the hypothesis “Let X be a normed qls” is indis-
pensable. Indeed, Let us recall from Example 3.1 that the function

p(A) = sup {|x2| : (x1, x2) ∈ A} , A ∈ ΩC(R2)
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is seminorm on ΩC(R2). We can construct a topology τ on ΩC(R2) by aid of p in
such a way that

U ∈ τ ⇔ {A : p(A) < ε} ⊆ U, for some ε > 0.

We note that τ is a semimetrizable topology with the semimetric

d(A,B) = inf{r ≥ 0 : A ⊆ B + Cr1 , B ⊆ A+ Cr2 , p(C
r
i ) ≤ r, i = 1, 2}.

Now, let A = {(t, 0) ∈ R2 : 0 ≤ t ≤ 2}, B = {(t, 0) ∈ R2 : 0 ≤ t ≤ 1}, ε > 0 be
arbitrary and

Bε = {(x1, x2) ∈ R2 : 0 ≤ x1 ≤ 1, 0 ≤ x2 < ε}.

Then there exists Bε ∈ V for every V ∈ Nθ such that A ⊂ B +Bε. However A * B.

Remark 3.3. In Lemma 2.3, the hypothesis “Let X be a normed qls” can not be
relaxed. Indeed, let us recall that every linear space is a qls with the partial order
relation “=” and consider the element x = (x1, x2) and the seminorm

p(x) = p ((x1, x2)) =
{
|x1| : (x1, x2) ∈ R2

}
on the qls (R2,=).

Let (xn) =
((

1
n , 0
))∞
n=1

and (yn) =
((

1
n , 0
))∞
n=1

.

We see that xn = yn for every n. On the other hand, the sequence
((

1
n , 0
))∞
n=1

converges to different two elements of R2 according to this seminorm. For example,

(xn) =

((
1

n
, 0

))∞

n=1

→ (0, 1) = x

and

(yn) =

((
1

n
, 0

))∞

n=1

→ (0, 2) = y

since

p

((
1

n
, 0

)
− (0, 1)

)
= p

((
1

n
,−1

))
=

∣∣∣∣ 1n
∣∣∣∣→ 0

and

p

((
1

n
, 0

)
− (0, 2)

)
= p

((
1

n
,−2

))
=

∣∣∣∣ 1n
∣∣∣∣→ 0

while n→∞. However x 6= y.

Now, let us denote by ΩnC(R) the family of all n−tuples intervals which constitute
an important part of interval analysis.

ΩnC(R) = {X = (X1, X2, ..., Xn) : Xi ∈ ΩC(R) for 1 ≤ i ≤ n} .

We emphasize that ΩnC(R) is different from ΩC(Rn) which is the family of all nonempty
closed, bounded and convex subsets of Rn.
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ΩnC(R) is a qls with the operations “⊕”, “�” and partial order relation “�” defined
by

⊕ : ΩnC(R)× ΩnC(R)→ ΩnC(R),

X ⊕ Y = (X1 + Y1, X2 + Y2, ..., Xn + Yn)

and

� : R× ΩnC(R)→ ΩnC(R),

α�X = (α ·X1, α ·X2, ..., α ·Xn)

and
X � Y ⇔ Xi ⊆ Yi for every i ∈ {1, 2, ..., n}

for X = (X1, X2, ..., Xn) , Y = (Y1, Y2, ..., Yn) ∈ ΩnC(R) and α ∈ R.
ΩnC(R) is a seminormed qls with equality defined by

‖X‖Ωn
C(R) = ‖Xi‖ΩC(R)

for fixed i ∈ {1, 2, ..., n} .
For example, on seminormed qls Ω3

C(R), the equality

‖X‖Ω3
C(R) = ‖X1‖ΩC(R)

defines a seminorm. It is not hard to see that seminorm axioms are hold. The function
defined by this way is not a norm since ‖X‖ = 0 for element

X = {[0, 0] , [1, 3] , [−3,−2]} ∈ Ω3
C(R) 6= θ.

Example 3.4. Also the condition (2.18) is also not satisfied:
Let X = {[1, 2] , [3, 5] , [−4,−3]}, Y = {[1, 2] , [4, 6] , [3, 5]} and ε > 0 be arbitrary.

Let us define as
Xε = {[0, 0] , [−2, 1] , [−8,−7]} .

Then ‖Xε‖ = 0 and X � Y +Xε, but X � Y .

We note that T will be called as a linear operator between quasilinear spaces, if
T satisfies the following conditions:

T (α · x) = α · T (x) for any α ∈ R, (3.9)

T (x1 + x2) = T (x1) + T (x2) . (3.10)

Also, any linear operator from the quasilinear space X to R is called a linear functional
on quasilinear space X.

The Hahn-Banach theorem is an important tool in functional analysis and there
are several versions of it. Let us note that we are largely inspired by Theorem 2.2 in [4],
in stating the Hahn-Banach theorem for seminormed quasilinear spaces. The impact
of the Hahn-Banach theorem is the existence of linear functionals having specified
properties on a quasilinear space. The following is the main result of our work.
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Theorem 3.1. Let p be a seminorm on the quasilinear space X and Y be a subspace
of X. Suppose that f is a linear functional from Y to R and f (y) ≤ p (y) for all y ∈ Y.
Suppose also that ϕ is a quasilinear functional from X to ΩC(R) and f (x) ∈ ϕ (x)
for every x ∈ Y. Then there exists a linear functional g from X to R such that
g (x) = f (x) for any x ∈ Y and g (x) ∈ ϕ (x) for any x ∈ X.

Proof. Let Z be a subspace of X containing Y , g be a linear functional on Z that
extends f, and g (z) ≤ p (z) for all z ∈ Z. Also, let Z be the set of all pairs (Z, g) .
First of all, since the pair (Y, f) is obviously an element of Z, the set Z is not empty.

Define a partial order relation “�” on Z as follows:

(Z1, g1)� (Z2, g2)⇔
{

Z1 ⊂ Z2

g2 (z) = g1 (z) , for all z ∈ Z1
.

Using Zorn Lemma, Z posesses a maximal totally ordered subset {(Zα, gα)} . If it is

defined as Z =
⋃
Zα, clearly, Z is a subspace of X. Also, if z ∈ Z, then z ∈ Zα for

some α.
If z ∈ Zα and z ∈ Zβ , then, without loss of generality, we may assume that

(Zα, gα) � (Zβ , gβ) . Therefore gα (z) = gβ (z) , so that we may uniquely define
g (z) = gα (z) whenever z ∈ Zα.

Now, let us show that the function g defined by this way is a linear functional on
Z. To do this, let z1 and z2 be elements of Z. Then z1 ∈ Zα and z2 ∈ Zβ for some α
and β. Since the set {(Zγ , gγ)} is totally ordered, we may assume, again without loss
of generality, that Zα ⊂ Zβ , hence both z1 and z2 are in Zβ . So

g(λ1 ·z1 +λ2 ·z2) = gβ (λ1 · z1 + λ2 · z2) = λ1gβ (z1)+λ2gβ (z2) = λ1g (z1)+λ2g (z2) .

We note that if y ∈ Y , then g(y) = f(y), so that g is an extension of f. So, g is a linear
functional on the subspace Z, that extends f , for which g (z) ≤ p (z) and g (z) ∈ ϕ (z)
for all z ∈ Z, so that the proof will be complete if we show that Z = X.

Assume that Z 6= X, and v be an element in X which is not in Z. Also, Z ′ denotes
the set of all elements in the form z + λ · v for λ ∈ R and z ∈ Z.

On the other hand, since

θ = (1− 1) · v � v − v

and
z + z′ � z + z′ for any z, z′ ∈ Z,

we write z + z′ � z + z′ + v − v from (2.12). Also p (z + z′) ≤ p (z + z′ + v − v) by
the fact that p is a seminorm. Therefore, we observe

g(z) + g(z′) = g(z + z′)

≤ p (z + z′)

≤ p (z + z′ + v − v)

≤ p (z + v) + p (z′ − v)
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or

g(z′)− p (z′ − v) ≤ p (z + v)− g(z)

for any z, z′ ∈ Z.
Consider the sets

W1 = {g(z′)− p (z′ − v) : z′ ∈ Z} ⊂ R,

W2 = {p (z + v)− g(z) : z ∈ Z} ⊂ R

and say

supW1 = w1 and inf W2 = w2.

It is clear that w1 ≤ w2. Take w0 to be any number for which w1 ≤ w0 ≤ w2 and
define g′ on Z ′ by

g′ (z + λ · v) = g(z) + λ · w0.

It is easy to see that g′ is linear and extends f.
If λ > 0, then

g′ (z + λ · v) = λ
(
g
( z
λ

)
+ w0

)
≤ λ

(
g
( z
λ

)
+ w2

)
≤ λ

(
g
( z
λ

)
+ p

( z
λ

+ v
)
− g

( z
λ

))
= λp

( z
λ

+ v
)

= p (z + λ · v) .

On the other hand, if λ < 0, then

g′ (z + λ · v) = |λ|
(
g

(
z

|λ|

)
− w0

)
≤ |λ|

(
g

(
z

|λ|

)
− w1

)
≤ |λ|

(
g

(
z

|λ|

)
− g

(
z

|λ|

)
+ p

(
z

|λ|
− v
))

= |λ| p
(
z

|λ|
− v
)

= p (z + λ · v) .

This proves g′ (z + λ · v) ≤ p (z + λ · v) for all z + λ · v ∈ Z ′. Hence (Z ′, g′) ∈ Z
and (Z, g) � (Z ′, g′) . But then the element (Z ′, g′) ∈ Z will contradicts with the
maximality of (Z, g) by the fact that {(Zα, gα)} is a maximal totally ordered set.
This completes the proof.
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[12] Y. Yılmaz, S. Çakan, Ş. Aytekin, Topological quasilinear spaces, Abstr. Appl.
Anal., Article ID 951374 (2012) 10 pages.
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1. Introduction and preliminaries

There are many results in nonlinear functional analysis which contain conditions with
the measure of noncompactness. Integral equations are one of the most useful mathe-
matical tools in both pure and applied analysis. This is particulary true of problems in
mechanical vibrations and the related fields of engineering and mathematical physics.
The theory of integral equations is rapidly developing with the help of several tools of
functional analysis, topology and fixed point theory. For details, we refer to ([1]-[23])
and the references therein.
The goal of this paper is to study the solvability of the following nonlinear quadratic
integral equation

x(t) = g(t) + (Tx)(t)

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds, t ∈ [0,M ], (1.1)

in the Banach space of real functions being defined and continuous on a bounded and
closed interval. The main tool used to study the existence solutions of that equation
in the class of monotonic functions is a special measure of noncompactness.
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Now, we collect some facts, basic concepts and sketch some useful theorems which
will be needed further on. Let (E, ‖ . ‖) be an infinite dimensional Banach space with
zero element θ. Denote by B(x, r) the closed ball in E centered at x with radius r.
The symbol Br stands for the ball B(θ, r). If X is a nonempty subset of E, then
X and ConvX denote the closure and the convex closure of X, respectively. More-
over, the symbol mE denotes the family of all nonempty and bounded subsets of E
while nE stands for its subfamily consisting of all relatively compact sets.
We will accept the following definition of the concept of a measure of noncompactness
[4].

Definition 1. A mapping µ : mE → [0,∞) is said to be a measure of noncompactness
in E if the following conditions are satisfied:

1. the family kerµ = {X ∈ mE : µ(X) = 0} is nonempty and kerµ ⊂ nE .

2. X ⊂ Y ⇒ µ(X) ≤ µ(Y ).

3. µ(X) = µ(X) = µ(ConvX).

4. µ(λX + (1− λ)Y ) ≤ λµ(X) + (1− λ)µ(Y ) for λ ∈ [0, 1].

5. If (Xn), n ∈ N is sequence of closed sets from mE such that Xn+1 ⊂ Xn and
if limn→∞ µ(Xn) = 0, then the set X∞ =

⋂∞
n=1Xn is nonempty.

The family ker(µ) describe in 1 is referred to as the kernel of the measure of
noncompactness µ.
A measure µ is called sublinear if it satisfies the following two conditions:

6. µ(λX) = |λ| µ(X), for λ ∈ R

7. µ(X + Y ) ≤ µ(X) + µ(Y ).

Moreover, a measure µ is called a measure with maximum property if

8. µ(X
⋃
Y ) = max [ µ(X), µ(Y ) ].

Other facts concerning measures of noncompactness and their properties may be
found in [4].

Definition 2. {Darbo condition} Let M be a nonempty subset of a Banach
space E and the operator F : M → E is continuous and transforms bounded sets
onto bounded ones, then F satisfies the Darbo condition with constant k ≥ 0 with
respect to a measure of noncompactness µ if for any bounded subset X of M we have

µ(FX) ≤ kµ(X).

If F satisfies the Darbo condition with k < 1, then it is called a contraction with
respect to µ. Next, we need the following fixed point theorem ([4], [16]).
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Theorem 1. Let Q be nonempty bounded closed convex subset of the space E and
let F : Q → Q be continuous and such that µ(FX) ≤ kµ(X) for any nonempty
subset X of Q, where k is a constant, k ∈ [0, 1). Then F has a fixed point in the
set Q.

Remark 1. Under the assumptions of the above theorem, it can be shown that the
set fixF of fixed points of F belonging to Q is a member of the family kerµ [4]. This
fact permits us to characterize solutions of considered operator equations.

We will work in the classical Banach space C[0,M ] consisting of all real func-
tions defined and continuous on the interval [0,M ]. For convenience, we write
I = [0,M ] and C(I) = C[0,M ]. The space C(I) is furnished by the standard norm

‖ x ‖= max{| x(t) |: t ∈ I}.

Now, we will display the definition of a measure of noncompactness in C(I). That
measure was introduced and studied in [5].
To do this, let us fix a nonempty and bounded subset X of C(I). For x ∈ X and ε ≥ 0
denoted by ω(x, ε), the modulus of continuity of the function x, i.e.,

ω(x, ε) = sup{| x(t)− x(s) |: t, s ∈ I, | t− s |≤ ε}.

Further, let us put
ω(X, ε) = sup{ω(x, ε) : x ∈ X},

ω0(X) = lim
ε→0

ω(X, ε).

Now, let us define the following quantities:

d(x) = sup{| x(s)− x(t) | −[x(s)− x(t)] : t, s ∈ I, t ≤ s},

i(x) = sup{| x(t)− x(s) | −[x(t)− x(s)] : t, s ∈ I, t ≤ s},

d(X) = sup{d(x) : x ∈ X},

i(X) = sup{i(x) : x ∈ X}.

Observe that d(X) = 0 if and only if all functions belonging to X are nondecreasing
on I. In a similar way, we can characterize the set X with i(X) = 0.
Finally, we define the function µ on the family mC(I) by putting

µ(X) = ω0(X) + d(X). (1.2)

It can be shown [5] that the function µ is a measure of noncompactness in
the space C(I). The kernel kerµ of this measure contains nonempty and bounded
sets X such that functions from X are equicontinuous and nondecreasing on the in-
terval I.
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Remark 2. By properties of the kernel kerµ of the measure of noncompactness µ to-
gether with Remark 1 allow us to characterize solutions of the nonlinear integral
equation considered in the next section.

Remark 3. Observe that, in a similar way, we can define the measure of noncom-
pactness associated with the set quantity i(X) define above.

2. Main result

In this section, we will study the nonlinear quadratic integral equation of Volterra
type having the form

x(t) = g(t) + (Tx)(t)

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds, t ∈ I.

Assume that the following conditions are satisfied:

(i) g ∈ C(I) is nonincreasing and nonnegative on the interval I;

(ii) f : I × R+ → R+ is continuous and there exists a nondecreasing function m :
R+ → R+ such that the inequality

| f(s, x) |≤ m(| x |)

holds for all s ∈ I and x ∈ R;

(iii) The operator T : C(I) → C(I) is continuous and satisfies the Darbo condition
for the measure of noncompactness µ with a constant a ≥ 0. Moreover, T is
a positive operator, i.e. Tx ≥ 0 if x ≥ 0;

(iv) There exists a nonnegative constant q such that

| (Tx)(t) |≤ q ‖ x ‖

for each x ∈ C(I) and t ∈ I;

(v) k : I × I → R+ is integrable and nonincreasing in the first argument and

K = sup{
∫ t

0

| k(t, s) | ds : t, s ∈ I};

(vi) ϕ : I → I is increasing and continuous function;

(vii) There exists ro > 0 with ‖ g ‖ +Kqm(ro)ro < ro and Km(r0)a < 1.

Now, we are ready to state the existence theorem.

Theorem 2. Let the assumptions (i)-(vii) be satisfied, then equation (1.1) has at least
one positive and nonincreasing solution x ∈ C(I).
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Proof. Let us consider the operators V,G defined on the space C(I) in the following
way:

(V x)(t) = g(t) + (Tx)(t)

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds, t ∈ [0,M ]

and

(Gx)(t) =

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds.

Firstly, we prove that if x ∈ C(I) then V x ∈ C(I). To do this it is sufficient to
show that if x ∈ C(I) then Gx ∈ C(I). Fix ε > 0, let x ∈ C(I) and t, s ∈ I such
that t ≤ s and | t− s |≤ ε. Then

(Gx)(s)− (Gx)(t) =

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ −
∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ

=

∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ +

∫ s

t

k(s, τ)f(τ, x(ϕ(τ))) dτ

−
∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ =

∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ

−
∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ +

∫ s

t

k(s, τ)f(τ, x(ϕ(τ))) dτ

≤
∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ −
∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ

+

∫ s

t

k(s, τ)f(τ, x(ϕ(τ))) dτ

Now

| (Gx)(s)− (Gx)(t) | ≤
∫ s

t

| k(s, τ)f(τ, x(ϕ(τ))) | dτ

≤
∫ s

t

k(s, τ)m(| x(ϕ(τ)) |) dτ

≤
∫ s

t

k(s, τ)m(‖ x ‖) dτ

we obtain that

| (Gx)(s)− (Gx)(t) | ≤ m(‖ x ‖)
∫ s

t

k(s, τ) dτ
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Now, in virtue of the Lebesgue dominated Theorem we have that
∫ s
t
k(s, τ) dτ → 0

as ε → 0. Thus Gx ∈ C(I) and consequentially, V x ∈ C(I). Moreover, for
each t ∈ I we have

| (V x)(t) | ≤ | g(t) | + | (Tx)(t) | |
∫ t

0

k(t, s)f(s, x(ϕ(s))) ds |

≤ ‖ g ‖ +q ‖ x ‖
∫ t

0

k(t, s)m(| x(ϕ(s)) |) ds

≤ ‖ g ‖ +q ‖ x ‖ m(‖ x ‖)
∫ t

0

k(t, s) ds

≤ ‖ g ‖ +Kqm(‖ x ‖) ‖ x ‖ .

Hence,
‖ V x ‖ ≤ ‖ g ‖ +Kqm(‖ x ‖) ‖ x ‖ .

Thus, if ‖ x ‖≤ ro we obtain from assumption (vii) that

‖ V x ‖ ≤ ‖ g ‖ +K q m(ro) ro ≤ ro.

As a result the operator V transforms the ball Br0 into itself.
In what follows, we will consider the operator V on the subset B+

r0 of the ball Br0 de-
fined in the following way :

B+
r0 = {x ∈ Br0 : x(t) ≥ 0, for t ∈ I}.

Obviously, the set B+
r0 is nonempty, bounded, closed and convex. Let x ∈ B+

r0 . Notice
that in view of our assumptions (i)-(iv) if x(t) ≥ 0 then (V x)(t) ≥ 0 for t ∈ I.
Thus V transforms the set B+

r0 into itself.
Now, we show that V is continuous on the set B+

r0 . To do this, let us fix ε > 0 and
take arbitrary x, y ∈ B+

r0 such that ‖ x − y ‖≤ ε. Then, for t ∈ I, we derive the
following estimates:

| (V x)(t)− (V y)(t) |

= | (Tx)(t)

∫ t

0

k(t, s)f(s, x(ϕ(s)))ds − (Ty)(t)

∫ t

0

k(t, s)f(s, y(ϕ(s))) ds |

≤ | (Tx)(t)

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds − (Ty)(t)

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds |

+ | (Ty)(t)

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds − (Ty)(t)

∫ t

0

k(t, s)f(s, y(ϕ(s))) ds |

≤ | (Tx)(t)− (Ty)(t) |
∫ t

0

k(t, s)f(s, x(ϕ(s))) ds

+ | (Ty)(t) |
∫ t

0

k(t, s) | f(s, x(ϕ(s))) − f(s, y(ϕ(s))) | ds
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≤ ‖ Tx− Ty ‖
∫ t

0

k(t, s)m(| x(ϕ(s)) |) ds

+ q ‖ y ‖
∫ t

0

k(t, s)βr0(ε) ds

≤ ‖ Tx− Ty ‖
∫ t

0

k(t, s)m(‖ x ‖) ds + q ‖ y ‖ βr0(ε)

∫ t

0

k(t, s) ds

≤ Km(‖ x ‖) ‖ Tx− Ty ‖ + Kq ‖ y ‖ βr0(ε),

≤ Km(ro) ‖ Tx− Ty ‖ + Kqr0βr0(ε),

where we denoted

βr0(ε) = sup{| f(u, x(u))− f(u, y(u)) |: u ∈ I, x, y ∈ [0, r0], ‖ x− y ‖≤ ε}.

Obviously, βr0(ε) → 0 as ε → 0 which is a simple consequence of the uniform conti-
nuity of the function f on I × [0, r0].
From the above estimate, we can write the following inequality:

‖ V x− V y ‖ ≤ Km(ro) ‖ Tx− Ty ‖ +Kqr0βr0(ε),

which implies the continuity of the operator V on the set B+
r0 .

In what follows, let us take a nonempty set X ⊂ B+
r0 . Further, fix arbitrary a

number ε > 0 and choose x ∈ X and t, s ∈ I such that | t − s |≤ ε and t ≤ s. Then
by our assumptions we have

| (V x)(s)− (V x)(t) | ≤ | g(s)− g(t) |

+ | (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ |

≤ | g(s)− g(t) | + | (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ

− (Tx)(t)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ |

+ | (Tx)(t)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(t)

∫ s

0

k(t, τ)f(τ, x(ϕ(τ))) dτ |

+ | (Tx)(t)

∫ s

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ |
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≤ | g(s)− g(t) | + | (Tx)(s)− (Tx)(t) |
∫ s

0

k(s, τ)m(| x(ϕ(τ)) |) dτ

+ | (Tx)(t) |
∫ s

0

| k(s, τ)− k(t, τ) | m(| x(ϕ(τ)) |) dτ

+ | (Tx)(t) |
∫ s

t

k(t, τ)m(| x(ϕ(τ)) |) dτ

≤ ω(g, ε) + m(‖ x ‖)ω(Tx, ε)

∫ s

0

k(s, τ) dτ

+q ‖ x ‖ m(‖ x ‖)
∫ s

0

| k(s, τ)− k(s, τ) | dτ

+ q ‖ x ‖ m(‖ x ‖)
∫ s

t

k(t, τ) dτ

≤ ω(g, ε) +Km(‖ x ‖)ω(Tx, ε) + q ‖ x ‖ m(‖ x ‖)
∫ s

t

k(t, τ) dτ

≤ ω(g, ε) +Km(r0)ω(Tx, ε) + qrom(r0)

∫ s

t

k(t, τ) dτ.

Hence

ωo(V X) ≤ Km(ro) ωo(TX) (2.1)

Now, fix arbitrarily x ∈ X and t, s ∈ I such that t ≤ s. Then we have the following
chain of estimates:

| (V x)(t)− (V x)(s) | − [(V x)(t)− (V x)(s)]

= | g(t) + (Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ

− g(s)− (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ |

− [g(t) + (Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − g(s)

− (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ ] ≤ {| g(t)− g(s) | −[g(t)− g(s)]}

+ | (Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ |

− [(Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ ]

≤ | (Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ |

+ | (Tx)(s)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ |
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+ | (Tx)(s)

∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ |

− {[(Tx)(t)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ ]

+ [(Tx)(s)

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ ]

+ [(Tx)(s)

∫ t

0

k(s, τ)f(τ, x(ϕ(τ))) dτ − (Tx)(s)

∫ s

0

k(s, τ)f(τ, x(ϕ(τ))) dτ ]}

≤ | (Tx)(t)− (Tx)(s) |
∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ

+ | (Tx)(s) |
∫ t

0

| k(t, τ) − k(s, τ) | f(τ, x(ϕ(τ))) dτ

+ | (Tx)(s) |
∫ t

s

k(s, τ)f(τ, x(ϕ(τ))) dτ

− [(Tx)(t)− (Tx)(s)]

∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ

− (Tx)(s)

∫ t

0

(k(t, τ) − k(s, τ))f(τ, x(ϕ(τ))) dτ

− (Tx)(s)

∫ t

s

k(s, τ)f(τ, x(ϕ(τ))) dτ.

Since f ≥ 0, k ≥ 0 and t→ k(t, s) is nonincreasing then we have∫ t

0

(k(t, τ) − k(s, τ))f(τ, x(ϕ(τ))) dτ ≥ 0 (2.2)

and ∫ t

s

k(s, τ)f(τ, x(ϕ(τ))) dτ → 0 as ε→ 0. (2.3)

Finally, (2.2)-(2.3) imply

|(V x)(t)− (V x)(s)| − [(V x)(t)− (V x)(s)]

≤ {| (Tx)(t)− (Tx)(s) | −[(Tx)(t)− (Tx)(s)]}
∫ t

0

k(t, τ)f(τ, x(ϕ(τ))) dτ

≤ {| (Tx)(t)− (Tx)(s) | −[(Tx)(t)− (Tx)(s)]}
∫ t

0

k(t, τ)m(| x(ϕ(τ)) |) dτ

≤ {| (Tx)(t)− (Tx)(s) | − [(Tx)(t)− (Tx)(s)]}
∫ t

0

k(t, τ)m(‖ x ‖) dτ

≤ m(r0){| (Tx)(t)− (Tx)(s) | − [(Tx)(t)− (Tx)(s)]}
∫ t

0

k(t, τ) dτ

= Km(r0) i(Tx).
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Hence, we get
i(V x) ≤ Km(r0) i(Tx),

and consequently,
i(V X) ≤ Km(r0) i(TX). (2.4)

Finally, by the equations (2.1)-(2.4) we obtain

µ(V X) ≤ Km(r0) µ(TX) ≤ Km(r0)a µ(X).

Now, since Km(r0)a < 1 and applying Theorem 1, we complete the proof.

Remark 4. By Remarks 1 and 2, we have that solutions of the integral equation
(1.1) belonging to the set B+

r0 are positive, nonincreasing and continuous on the
interval I = [0,M ].

Now, we provide an example illustrating the applicability of Theorem 2.
For example, taking in the assumption (iv) q = 1 and putting Tx = x for x ∈ C(I) we
obtain the Volterra integral equation of the form

x(t) = g(t) + x(t)

∫ t

0

k(t, s)f(s, x(ϕ(s))) ds, t ∈ I.

Obviously that equation is a particular of equation (1.1).

2.1. Convolution type

Consider the quadratic integral equation of convolution type of the form

x(t) = g(t) + (Tx)(t)

∫ t

0

k(t− s)f(s, x(ϕ(s))) ds, t ∈ [0,M ]. (2.5)

Now, the following Corollary deals with the integral equation of convolution type
(2.5) .

Corollary 1. Let k : I → R+ be nonincreasing function and let the assumptions of
Theorem 2 be satisfied, then equation (2.5) has at least one positive and nonincreasing
solution x ∈ C(I).

2.2. Fractional order equation

Now, taking k(t− s) = (t−s)α−1

Γ(α) , then we have the following Corollary.

Corollary 2. Let Mαm(ro)a < Γ(α + 1). Then under the assumptions (i)-(iv) and
(vi) of Theorem 2, the nonlinear quadratic functional integral equation of fractional
order

x(t) = g(t) + (Tx)(t)

∫ t

0

(t− s)α−1

Γ(α)
f(s, x(ϕ(s))) ds, t ∈ [0,M ], 0 < α < 1.

has at least one positive and nonincreasing solution x ∈ C(I).
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Corollary 3. Let (Tx)(t) = p(t, x(ψ(t))) and I = [0, 1] in Corollary 2, we obtain the
same result as was proved in [17].

Corollary 4. Under the same assumptions (i), (ii) and (vi) of Theorem 2 (with q = 1
and (Tx)(t) = x(t)), then the fractional-order integral equation

x(t) = g(t) + x(t)

∫ t

0

(t− s)α−1

Γ(α)
f(s, x(ϕ(s))) ds, t ∈ [0,M ], 0 < α < 1.

has at least one positive and nonincreasing solution x ∈ C(I) if Mαm(ro) < Γ(α+1).
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On the Maximum Modulus of a Polynomial

V.K. Jain

Abstract: For a polynomial p(z) of degree n, having no zeros in
|z| < 1 Ankeny and Rivlin had shown that for R ≥ 1

max
|z|=R

|p(z)| ≤ Rn + 1

2
max
|z|=1

|p(z)|.

Using Govil, Rahman and Schmeisser’s refinement of the generalization of
Schwarz’s lemma we have obtained a refinement of Ankeny and Rivlin’s
result. Our refinement is also a refinement of Dewan and Pukhta’s refine-
ment of Ankeny and Rivlin’s result.

AMS Subject Classification: 30C10, 30A10.
Keywords and Phrases:Maximum modulus; Polynomial; Refinement; Refinement of
the generalization of Schwarz’s lemma; No zeros in |z| < 1.

1. Introduction and statement of results

For an arbitrary polynomial f(z) let M(f, r) = max|z|=r |f(z)|. Further let p(z) =∑n
j=0 ajz

j be a polynomial of degree n. Concerning the estimate of |p(z)| on |z| ≤ r
we have the following well known result (see [7, Problem III 269, p. 158]).

Theorem 1.1. If p(z) is a polynomial of degree n then

M(p,R) ≤ RnM(p, 1), R ≥ 1,

with equality only for p(z) = λzn.

For polynomial not vanishing in |z| < 1 Ankeny and Rivlin [1] proved
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Theorem 1.2. Let p(z) be a polynomial of degree n, having no zeros in |z| < 1. Then

M(p,R) ≤ Rn + 1

2
M(p, 1), R ≥ 1.

The result is the best possible with equality only for the polynomial p(z) = λ+µzn, |λ| =
|µ|.

Dewan and Pukhta [2] used the generalization of Schwarz’s lemma [8, p. 212] to
obtain the following refinement of Theorem 1.2.

Theorem 1.3. Let p(z) = an
∏n
t=1(z− zt) be a polynomial of degree n and let |zt| ≥

Kt ≥ 1, 1 ≤ t ≤ n. Then for R ≥ 1

M(p,R) ≤ Rn + 1

2
M(p, 1)− Rn − 1

2
BM(p, 1)

− n

2

{
(1−B)2(M(p, 1))2 − 4|an|2

(1−B)M(p, 1)

}
×
[ (R− 1)(1−B)M(p, 1)

(1−B)M(p, 1) + 2|an|

− ln

{
1 +

(R− 1)(1−B)M(p, 1)

(1−B)M(p, 1) + 2|an|

}]
,

where
B =

1

1 + 2
n

∑n
t=1

1
Kt−1

.

In this paper we have used Govil, Rahman and Schmeisser’s refinement of the
generalization of Schwarz’s lemma [4, Lemma] to obtain a new refinement of Theorem
1.2. Our refinement is a refinement of Theorem 1.3 also. More precisely we prove

Theorem 1.4. Let

p(z) =
∑n

j=0
ajz

j = an
∏n

t=1
(z − zt)

be a polynomial of degree n such that

|zt| ≥ Kt ≥ 1, 1 ≤ t ≤ n.

Further let

M =


n

2

1− 1

1 + 2
n

n∑
t=1

1
Kt−1

M(p, 1), Kt 6= 1 for all t

n

2
M(p, 1), Kt = 1 for certain t (1 ≤ t ≤ n)

(1.1)

(1.2)

a = nan, (1.3)
b = (n− 1)an−1 (1.4)
R ≥ 1 (1.5)
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and

D =



1√
|a|
M −

|b|2
4(M−|a|)2

tan−1
R+ |b|

2(M−|a|)√
|a|
M −

|b|2
4(M−|a|)2

− tan−1
1 + |b|

2(M−|a|)√
|a|
M −

|b|2
4(M−|a|)2

 ,
|a|
M
− |b|2

4(M − |a|)2
> 0,

1

2
√

|b|2
4(M−|a|)2 −

|a|
M

ln

∣∣∣∣∣∣
R+ |b|

2(M−|a|) −
√

|b|2
4(M−|a|)2 −

|a|
M

R+ |b|
2(M−|a|) +

√
|b|2

4(M−|a|)2 −
|a|
M

∣∣∣∣∣∣−
ln

∣∣∣∣∣∣
1 + |b|

2(M−|a|) −
√

|b|2
4(M−|a|)2 −

|a|
M

1 + |b|
2(M−|a|) +

√
|b|2

4(M−|a|)2 −
|a|
M

∣∣∣∣∣∣
 ,
|a|
M
− |b|2

4(M − |a|)2
< 0,

−
(
R+

|b|
2(M − |a|)

)−1
+

(
1 +

|b|
2(M − |a|)

)−1
,

|a|
M
− |b|2

4(M − |a|)2
= 0.

(1.6)

(1.7)

(1.8)

Then
M(p,R) ≤

Rn + 1

2
M(p, 1)− Rn − 1

2

( 1

1 + 2
n

∑n
t=1

1
Kt−1

)
M(p, 1)

− (M − |a|)(R− 1) +
|b|
2

ln
(M − |a|)MR2 +M |b|R+ |a|(M − |a|)

(M2 − |a|2) +M |b|

+
2(M − |a|)(M2 − |a|2)−M |b|2

2M(M − |a|)
D,M > |a| and Kt 6= 1 for all t,

Rn + 1

2
M(p, 1)− (M − |a|)(R− 1)

+
|b|
2

ln
(M − |a|)MR2 +M |b|R+ |a|(M − |a|)

M2 − |a|2 +M |b|

+
2(M − |a|)(M2 − |a|2)−M |b|2

2M(M − |a|)
D,

M > |a| and Kt = 1 for certain t (1 ≤ t ≤ n),
Rn + 1

2
M(p, 1)− Rn − 1

2

( 1

1 + 2
n

∑n
t=1

1
Kt−1

)
M(p, 1),

M = |a| and Kt 6= 1∀t,
Rn + 1

2
M(p, 1),M = |a| and Kt = 1 for certain t, (1 ≤ t ≤ n).

(1.9)

(1.10)

(1.11)

(1.12)



112 V.K. Jain

The result is the best possible if Kt = 1 for certain t, (1 ≤ t ≤ n) and the equality
holds for the polynomial p(z) = λ+ µzn, |λ| = |µ|.

Remark 1.5. That Theorem 1.4 is a refinement of Theorem 1.3 can be seen from
the fact that a refinement of the generalization of Schwarz’s lemma is used to obtain
Theorem 1.4.

Further by taking Kt = K, (K ≥ 1), ∀t, in Theorem 1.4 we get

Corollary 1.6. Let p(z) =
∑n
j=0 ajz

j be a polynomial of degree n, having no zeros
in |z| < K, (K ≥ 1). Further let

M =
n

1 +K
M(p, 1),

a = nan,

b = (n− 1)an−1,

R ≥ 1

and

D =



1√
|a|
M −

|b|2
4(M−|a|)2

(
tan−1

R+ |b|
2(M−|a|)√

|a|
M −

|b|2
4(M−|a|)2

− tan−1
1 + |b|

2(M−|a|)√
|a|
M −

|b|2
4(M−|a|)2

)
,

|a|
M
− |b|2

4(M − |a|)2
> 0,

1

2
√

|b|2
4(M−|a|)2 −

|a|
M

(
ln

∣∣∣∣∣∣
R+ |b|

2(M−|a|) −
√

|b|2
4(M−|a|)2 −

|a|
M

R+ |b|
2(M−|a|) +

√
|b|2

4(M−|a|)2 −
|a|
M

∣∣∣∣∣∣−
ln

∣∣∣∣∣∣
1 + |b|

2(M−|a|) −
√

|b|2
4(M−|a|)2 −

|a|
M

1 + |b|
2(M−|a|) +

√
|b|2

4(M−|a|)2 −
|a|
M

∣∣∣∣∣∣
)
,
|a|
M
− |b|2

4(M − |a|)2
< 0,

−
(
R+

|b|
2(M − |a|)

)−1
+
(
1 +

|b|
2(M − |a|)

)−1
,
|a|
M
− |b|2

4(M − |a|)2
= 0.

Then

M(p,R) ≤



Rn +K

1 +K
M(p, 1)− (M − |a|)(R− 1)

+
|b|
2

ln
(M − |a|)MR2 +M |b|R+ |a|(M − |a|)

(M2 − |a|2) +M |b|

+
2(M − |a|)(M2 − |a|2)−M |b|2

2M(M − |a|)
D, M > |a|,

Rn +K

1 +K
M(p, 1), M = |a|.
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The result is the best possible if K = 1 and the equality holds for the polynomial
p(z) = λ+ µzn, |λ| = |µ|.

Remark 1.7. Corollary 1.6 is a refinement of Dewan and Pukhta’s result [2, Corol-
lary].

2. Lemmas

For the proof of Theorem 1.4 we require the following lemmas.

Lemma 2.1. If p(z) is a polynomial of degree n, having no zeros in |z| < 1 then

M(p′, 1) ≤ n

2
M(p, 1).

This lemma is due to Lax [5].

Lemma 2.2. Let p(z) = an
∏n
t=1(z− zt), be a polynomial of degree n. If |zt| ≥ Kt ≥

1, 1 ≤ t ≤ n, then

M(p′, 1) ≤ n
((∑n

t=1

1

Kt − 1

)
/
(∑n

t=1

Kt + 1

Kt − 1

))
M(p, 1).

The result is the best possible with the equality for the polynomial p(z) = (z + k)n,
k ≥ 1.

This lemma is due to Govil and Labelle [3].

Lemma 2.3. If f(z) is analytic and |f(z)| ≤ 1 in |z| < 1 then

|f(z)| ≤ (1− |a′|)|z|2 + |b′||z|+ |a′|(1− |a′|)
|a′|(1− |a′|)|z|2 + |b′||z|+ (1− |a′|)

, (|z| < 1),

where a′ = f(0), b′ = f ′(0). The example

f(z) =
(
a′ +

b′

1 + a′
z − z2

)
/
(
1− b′

1 + a′
z − a′z2

)
shows that the estimate is sharp.

This lemma is due to Govil et al. [4].

Remark 2.4. By using the result [6, p. 172, exercise # 9] one can show that Lemma
2.3 is a refinement of the generalization of Schwarz’s lemma.

Lemma 2.5. If g(z) is analytic in |z| ≤ 1, with

|g(z)| ≤ M1, |z| ≤ 1,

g(0) = a1,

g′(0) = b1
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then

|g(z)| ≤

M1
M1(M1 − |a1|)|z|2 +M1|b1||z|+ |a1|(M1 − |a1|)
|a1|(M1 − |a1|)|z|2 +M1|b||z|+M1(M1 − |a1|)

,M1 > |a1| and |z| ≤ 1,

M1, M1 = |a1| and |z| ≤ 1.

Proof. It follows easily by applying Lemma 2.3 to the function g(z)/M1.

3. Proof of Theorem 1.4

For the polynomial

T (z) = zn−1p′(1/z) (3.1)

we have
|T (z)| = |p′(z)|, |z| = 1,

which by Lemma 2.1, Lemma 2.2, (1.1) and (1.2) implies that

|T (z)| ≤M, |z| ≤ 1.

Therefore on applying Lemma 2.5 to T (z) we get for |z| ≤ 1

|T (z)| ≤

M
M(M − |a|)|z|2 +M |b||z|+ |a|(M − |a|)
|a|(M − |a|)|z|2 +M |b||z|+M(M − |a|)

, M > |a|, (by (1.3) and (1.4)),

M, M = |a|, (by (1.3)),

which on using (3.1) and

z =
1

R
eiθ, 0 ≤ θ ≤ 2π,

implies for 0 ≤ θ ≤ 2π

|p′(Reiθ)| ≤


MRn−1

{
1− (M − |a|)2(R2 − 1)

|a|(M − |a|) +M |b|R+M(M − |a|)R2

}
,

M > |a|, (by (1.5))

MRn−1, M = |a|, (by (1.5)).

(3.2)

(3.3)

Now we consider the case M > |a|. For 0 ≤ θ ≤ 2π we have
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|p(Reiθ)− p(eiθ)| = |
∫ R

1

p′(reiθ)eiθdr| (by (1.5))

≤
∫ R

1

|p′(reiθ)|dr ≤M
∫ R

1

rn−1dr

− M(M − |a|)2
∫ R

1

rn−1(r2 − 1)

|a|(M − |a|) +M |b|r +M(M − |a|)r2
dr (by (3.2)))

≤ M
Rn − 1

n
−M(M − |a|)2

∫ R

1

r2 − 1

|a|(M − |a|) +M |b|r +M(M − |a|)r2
dr

= M
Rn − 1

n
− (M − |a|)

∫ R

1

dr

+ (M − |a|)
∫ R

1

M |b|r +M2 − |a|2

M(M − |a|)r2 +M |b|r + |a|(M − |a|)
dr

= M
Rn − 1

n
− (M − |a|)(R− 1)

+
|b|
2

∫ R

1

2M(M − |a|)r +M |b|
M(M − |a|)r2 +M |b|r + |a|(M − |a|)

dr

+
1

2
×
∫ R

1

2(M2 − |a|2)(M − |a|)−M |b|2

M(M − |a|)r2 +M |b|r + |a|(M − |a|)
dr

= M
Rn − 1

n
− (M − |a|)(R− 1)

+
|b|
2

ln
M(M − |a|)R2 +M |b|R+ |a|(M − |a|)

(M2 − |a|2) +M |b|

+
2(M − |a|)(M2 − |a|2)−M |b|2

2M(M − |a|)

∫ R

1

1{
r + |b|

2(M−|a|)

}2

+ |a|M −
|b|2

4(M−|a|)2

dr

= M
Rn − 1

n
− (M − |a|)(R− 1) +

|b|
2

ln
(M − |a|)MR2 +M |b|R+ |a|(M − |a|)

(M2 − |a|2) +M |b|
+

2(M − |a|)(M2 − |a|2)−M |b|2

2M(M − |a|)
D (by (1.6), (1.7) and (1.8)),

which implies

M(p,R) ≤ M(p, 1) +M
Rn − 1

n
− (M − |a|)(R− 1) +

|b|
2

ln
(M − |a|)MR2 +M |b|R+ |a|(M − |a|)

(M2 − |a|2) +M |b|
+

2(M − |a|)(M2 − |a|2)−M |b|2

2M(M − |a|)
D
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and inequalities (1.9) and (1.10) follow respectively by using relations (1.1) and (1.2).
Further we consider the possibility M = |a|. The proof of inequalities (1.11) and

(1.12) is similar to the proof of inequalities (1.9) and (1.10), with one change:

inequality (3.3) instead of inequality (3.2)

and so we omit the details. This completes the proof of Theorem 1.4.

References

[1] N.C. Ankeny, T.J. Rivlin, On a theorem of S. Bernstein, Pac. J. Math. 5 (1955)
849–852.

[2] K.K. Dewan, M.S. Pukhta, On the maximum modulus of polynomials, BHKMS 2
(1999) 279–286.

[3] N.K. Govil, G. Labelle, On Bernstein’s inequality, J. Math. Anal. Appl. 126 (1987)
494–500.

[4] N.K. Govil, Q.I. Rahman, G. Schmeisser, On the derivative of a polynomial, Ill.
J. Maths. 23 (1979) 319–329.

[5] P.D. Lax, Proof of a conjecture of P. Erdös on the derivative of a polynomial, Bull.
Amer. Math. Soc. 50 (1944) 509–513.

[6] Z. Nehari, Conformal Mapping, 1st ed., McGraw-Hill, New York, 1952.

[7] G. Polya, G. Szegö, Problems and Theorems in Analysis, Vol. 1, Springer-Verlag,
Berlin-Heidelberg, 1972.

[8] E.C. Titchmarsh, The Theory of Functions, The English Language Book Society
and Oxford University Press, London, 1962.

DOI: 10.7862/rf.2019.7

Vinay Kumar Jain
email: vinayjain.kgp@gmail.com
ORCID: 0000-0003-2382-2499
Mathematics Department
I.I.T.
Kharagpur - 721302
INDIA

Received 18.09.2018 Accepted 10.01.2019



J o u r n a l of
Mathematics
and Applications

JMA No 42, pp 117-133 (2019)

COPYRIGHT c© by Publishing House of Rzeszów University of Technology
P.O. Box 85, 35-959 Rzeszów, Poland

The Existence of Monotonic Solutions

of a Class of Quadratic Integral Equations

of Volterra Type

Osman Karakurt and Ömer Faruk Temizer*
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1. Introduction

The theory of integral operators and integral equations is an important part of non-
linear analysis. This theory is frequently applicable in other branches of mathematics
and mathematical physics, engineering, economics, biology as well in describing prob-
lems connected with real world [1, 2, 7, 9, 10, 11].

The aim of this paper is to investigate the existence of nondecreasing solutions of
a class of a quadratic integral equations of Volterra type. We will look for solutions
of those equations in the Banach space of real functions being defined and continuous
on a bounded and closed interval. The main tool used in our investigation is the
technique of measure of noncompactness which is frequently used in several branches
of nonlinear analysis [4, 7, 5, 9].

We will apply the measure of noncompactness defined in [6] to proving the solva-
bility of the considered equations in the class of monotonic functions.

The results of this paper generalize the results obtained earlier in the paper [3].
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2. Notation and auxiliary facts

Now, we are going to recall the basic results which are needed further on.
Assume that E is a real Banach space with the norm ‖.‖ and the zero element 0.

Denote by B(x, r) the closed ball centered at x and with radius r and by Br the ball
B(0, r). If X is a nonempty subset of E we denote by X, ConvX the closure and the
convex closure of X, respectively.

With the symbols λX and X + Y we denote the algebraic operations on the sets.
Finally, let us denote by ME the family of all nonempty and bounded subsets of E
and by NE its subfamily consisting of all relatively compact sets.

Definition 2.1 (See [4]). A function µ : ME → [0,∞) is said to be a measure of
noncompactness in the space E if it is satisfies the following conditions

(1) The family kerµ = {X ∈ME : µ(X) = 0} 6= ∅ and kerµ ⊂ NE,

(2) X ⊂ Y ⇒ µ(X) ≤ µ(Y ),

(3) µ(X) = µ(ConvX) = µ(X),

(4) µ(λX + (1− λ)Y ) ≤ λµ(X) + (1− λ)µ(Y ), forλ ∈ [0, 1],

(5) If {Xn}n is a sequence of closed sets from ME such that Xn+1 ⊂ Xn for
n = 1, 2, . . . and if limn→∞ µ(Xn) = 0, then the setX∞ =

⋂∞
n=1Xn is nonempty.

The family kerµ described above is called the kernel of the measure of noncompact-
ness µ. Further facts concerning measures of noncompactness and their properties
may be found in [4].

Now, let us suppose that O̧ is a nonempty subset of the Banach space E and the
operator F : O̧ → E is continuous and transforms bounded sets onto bounded ones.
We say that F satisfies the Darbo condition (with a constant k ≥ 0) with respect
to a measure of noncompactness µ if for any bounded subset X of O̧ the following
inequality holds:

µ(FX) ≤ kµ(X).

If F satisfies the Darbo condition with k < 1 then it is said to be a contraction with
respect to µ, [8]. For our further purposes we will only need the following fixed point
theorem.

Theorem 2.1. Let O̧ be a nonempty, bounded, closed and convex subset of the Banach
space E and µ be a measure of noncompactness in E. Let F : O̧→ O̧ be a continuous
transformation such that µ(FX) ≤ kµ(X) for any nonempty subset X of O̧, where
k ∈ [0, 1) is a constant. Then, F has a fixed point in the set O̧, [3].

Remark 1. Under assumptions of the above theorem it can be shown that, the set
FixF of fixed points of F belonging to O̧ is a member of kerµ. This observation
allows us to characterize solutions of considered equations, [3].
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In what follows, we will work in the classical Banach space C[0,M ] consisting of
all real functions defined and continuous on the interval [0,M]. For convenience, we
write I = [0,M ] and C(I) = C[0,M ]. The space C(I) is furnished by the standard
norm ‖x‖ = max{|x(t)| : t ∈ I}.

Now, we recall the definition of a measure of noncompactness in C(I) which will
be used in the sequel. That measure was introduced and studied in the paper [6].

To do this let us fix a nonempty and bounded subset X of C(I). For ε > 0 and
x ∈ X denote by w(x, ε) the modulus of continuity of x defined by

w(x, ε) = sup{|x(t)− x(s)| : t, s ∈ I, |t− s| ≤ ε}.

Further, let us put

w(X, ε) = sup{w(x, ε) : x ∈ X},

w0(X) = lim
ε→0

w(X, ε).

Next, let us define the following quantities

i(x) = sup{|x(s)− x(t)| − [x(s)− x(t)] : t, s ∈ I, t ≤ s},

i(X) = sup{i(x) : x ∈ X}.

Observe that, i(X) = 0 if and only if all functions belonging to X are nondecreasing
on I. Finally, let us put

µ(X) = w0(X) + i(X).

It can be shown that, the function µ is a measure of noncompactness in the space
C(I) (see [6]). Moreover, the kernel kerµ consist of all sets X belonging to MC(I)

such that all functions from X are equicontinuous and nondecreasing on the interval
I.

3. Main result

In this section, we apply the above defined measure of noncompactness µ to the study
of monotonic solutions of our integral equation.

We consider the following nonlinear integral equation of Volterra type

x(t) = a(α(t)) + (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ, t ∈ I = [0,M ]. (3.1)

The functions a(α(t)), v(t, τ, x(η(τ))) and (Tx)(β(t)) appearing in this equation are
given while x = x(t) is an unknown function. This equation will be examined under
the following assumptions:
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(i) α, β, γ, η: I → I are continuous functions and α, β, γ are nondecreasing on I.

(ii) The function a ∈ C(I) is nondecreasing and nonnegative on the interval I.

(iii) v : I×I×R→ R is a continuous function such that v : I×I×R+ → R+ and for
arbitrarily fixed τ ∈ I and x ∈ R+ the function t → v(t, τ, x) is nondecreasing
on I.

(iv) There exists a nondecreasing function f : R+ → R+ such that the inequality
|v(t, τ, x)| ≤ f(|x|) holds for t, τ ∈ I and x ∈ R.

(v) The operator T : C(I) → C(I) is continuous and T is a positive operator, i.e.
Tx ≥ 0 if x ≥ 0.

(vi) There exist nonnegative constants c, d and p > 0 such that |(Tx)(t)| ≤ c+d‖x‖p
for each x ∈ C(I) and all t ∈ I.

(vii) The inequality a(‖α‖) + (c+ drp)Mf(r) ≤ r has a positive solution r0.

(viii) The operator T in B+
r0 = {x ∈ Br0 : x(t) ≥ 0, t ∈ I} satisfies the inequality

µ(TX) ≤ θµ(X) for the measure of noncompactness µ with a constant θ such
that Mf(r0)θ < 1, where θ ∈ [0, 1).

Then, we have the following theorem:

Theorem 3.1. Under the assumptions (i)-(viii) the equation (3.1) has at least one
solution x = x(t) which belongs to the space C(I) and is nondecreasing on the inter-
val I.

Proof. Let us consider the operator V defined on the space C(I) in the following
way:

(V x)(t) = a(α(t)) + (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ.

The proof will now proceed in two steps: firstly V is continuous and secondly V is
contraction transformation on B+

r0 ⊂ C(I).
Step 1. In view of the assumptions (i), (ii), (iii) and (v) it follows that, the

function V x is continuous on I for any function x ∈ C(I), i.e., V transforms the space
C(I) into itself. Moreover, keeping in mind the assumptions (iv) and (vi) we get

|(V x)(t)| ≤ |a(α(t))|+ |(Tx)(β(t))|

∣∣∣∣∣
∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣∣
≤ a(‖α‖) + (c+ d‖x‖p)

∫ γ(t)

0

f(|x(η(τ))|)dτ

≤ a(‖α‖) + (c+ d‖x‖p)
∫ γ(t)

0

f(‖x‖)dτ

≤ a(‖α‖) + (c+ d‖x‖p)Mf(‖x‖).
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Hence, we obtain the inequality

‖V x‖ ≤ a(‖α‖) + (c+ d‖x‖p)Mf(‖x‖).

For r0 ≥ ‖x‖ such that provide assumption (vii), we get ‖V x‖ ≤ r0. This shows that
V transforms the ball Br0 into itself i.e., V : Br0 → Br0 .

Let us consider the operator V on the subset B+
r0 of the ball Br0 defined by

B+
r0 = {x ∈ Br0 : x(t) ≥ 0, t ∈ I}.

Since the function x defined as x(t) = r0 for all t ∈ I is a member of the set B+
r0 , the

set B+
r0 is nonempty. Since Br0 is bounded, B+

r0 is bounded. The inequalities

λx(t) + (1− λ)y(t) ≥ 0

and

‖λx+ (1− λ)y‖ ≤ λ‖x‖+ (1− λ)‖y‖ ≤ λr0 + (1− λ)r0 = r0

hold for all x, y ∈ B+
r0 , t ∈ I and λ such that 0 ≤ λ ≤ 1. So, B+

r0 is convex.

Let us take a convergent sequence (xn) ⊂ B+
r0 ⊂ Br0 so that limn→∞ xn = x.

Since

‖xn − x‖ = max
t∈I
|xn(t)− x(t)| → 0 (n→∞),

we get limn→∞ xn(t) = x(t). Hence, we have x(t) ≥ 0 for all t ∈ I. Thus, x ∈ B+
r0

and B+
r0 is closed.

In view of these facts and assumptions (i), (ii), (iii) and (v) it follows that V
transforms the set B+

r0 into itself.

Now, we show that V is continuous on the set B+
r0 . To do this let us fix ε > 0 and

take arbitrarily x, y ∈ B+
r0 such that ‖x− y‖ ≤ ε. Then, for t ∈ I we get the following

inequalities:

|(V x)(t)− (V y)(t)|

=

∣∣∣∣∣(Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ − (Ty)(β(t))

∫ γ(t)

0

v(t, τ, y(η(τ)))dτ

∣∣∣∣∣
≤

∣∣∣∣∣(Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ − (Ty)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣∣
+

∣∣∣∣∣(Ty)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ − (Ty)(β(t))

∫ γ(t)

0

v(t, τ, y(η(τ)))dτ

∣∣∣∣∣
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≤ |(Tx)(β(t))− (Ty)(β(t))|
∫ γ(t)

0

|v(t, τ, x(η(τ)))|dτ

+ |(Ty)(β(t))|
∫ γ(t)

0

|v(t, τ, x(η(τ)))− v(t, τ, y(η(τ)))| dτ

≤ |(Tx)(β(t))− (Ty)(β(t))|
∫ γ(t)

0

f(|x(η(τ))|)dτ

+ |(Ty)(β(t))|
∫ γ(t)

0

|v(t, τ, x(η(τ)))− v(t, τ, y(η(τ)))| dτ

≤ |(Tx)(β(t))− (Ty)(β(t))|
∫ γ(t)

0

f(‖x‖)dτ

+ |(Ty)(β(t))|
∫ γ(t)

0

|v(t, τ, x(η(τ)))− v(t, τ, y(η(τ)))| dτ

≤ |(Tx)(β(t))− (Ty)(β(t))|
∫ γ(t)

0

f(r0)dτ

+ |(Ty)(β(t))|
∫ γ(t)

0

|v(t, τ, x(η(τ)))− v(t, τ, y(η(τ)))| dτ

≤ |(Tx− Ty)(β(t))|
∫ γ(t)

0

f(r0)dτ

+ (c+ d‖y‖p)
∫ γ(t)

0

|v(t, τ, x(η(τ)))− v(t, τ, y(η(τ)))| dτ

≤ ‖Tx− Ty‖
∫ γ(t)

0

f(r0)dτ + (c+ drp0)

∫ γ(t)

0

βr0(ε)dτ

≤ ‖Tx− Ty‖Mf(r0) + (c+ drp0)βr0(ε)M,

where βr0(ε) is defined as

βr0(ε) = sup{|v(t, τ, x)− v(t, τ, y)| : t, τ ∈ I, x, y ∈ [0, r0], |x− y| ≤ ε}.

From the above estimate we obtain the following inequality:

‖V x− V y‖ ≤ ‖Tx− Ty‖Mf(r0) + (c+ drp0)Mβr0(ε).

From the uniform cotinuity of the function v on the set I × I × [0, r0] we have that
βr0(ε) → 0 as ε → 0 and from the continuity of T , we have that ‖Tx − Ty‖ → 0 as
ε→ 0. The last inequality implies continuity of the operator V on the set B+

r0 .

Step 2. In what follows let us take a nonempty set X ⊂ Br+0 . Further, fix
arbitrarily a number ε > 0 and choose x ∈ X and t, s ∈ [0,M ] such that |t− s| ≤ ε.
Without loss of generality we may assume that t ≤ s. Then, in view of our assump-
tions we obtain
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|(V x)(s)− (V x)(t)|
≤ |a(α(s))− a(α(t))|

+

∣∣∣∣∣(Tx)(β(s))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣∣
≤ w(a,w(α, ε)) +

∣∣∣∣∣[(Tx)(β(s))− (Tx)(β(t))]

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ

∣∣∣∣∣
+

∣∣∣∣∣(Tx)(β(t))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(s)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣∣
+

∣∣∣∣∣(Tx)(β(t))

∫ γ(s)

0

v(t, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣∣
≤ w(a,w(α, ε)) + |(Tx)(β(s))− (Tx)(β(t))|

∫ γ(s)

0

|v(s, τ, x(η(τ)))|dτ

+ |(Tx)(β(t))|
∫ γ(s)

0

|v(s, τ, x(η(τ)))− v(t, τ, x(η(τ)))|dτ

+ |(Tx)(β(t)|

∣∣∣∣∣
∫ γ(s)

γ(t)

v(t, τ, x(η(τ)))dτ

∣∣∣∣∣
≤ w(a,w(α, ε)) + w(Tx,w(β, ε))

∫ γ(s)

0

f(r0)dτ + (c+ drp0)

∫ γ(s)

0

ξr0(ε)dτ

+ (c+ drp0)f(r0)|γ(s)− γ(t)|
≤ w(a,w(α, ε)) + w(Tx,w(β, ε))Mf(r0) + (c+ drp0)Mξr0(ε)

+ (c+ drp0)f(r0)|γ(s)− γ(t)|,

where ξr0(ε) is defined as

ξr0(ε) = sup{|v(s, τ, x))− v(t, τ, x))| : t, s, τ ∈ I, |s− t| ≤ ε, x ∈ [0, r0]}.

Notice, that in view of the uniform continuity of the function v on the set I×I×[0, r0]
and from the uniform continuity of the function γ on the interval I, we have ξr0(ε)→ 0
as ε→ 0 and (γ(s)− γ(t))→ 0. Thus, we have the inequality

|(V x)(s)− (V x)(t)|
≤ w(a,w(α, ε)) + w(Tx,w(β, ε))Mf(r0) + (c+ drp0)Mξr0(ε)

+ (c+ drp0)f(r0)|γ(s)− γ(t)|.

If we take the supremum at this inequality over the t’s and s’s, we have the inequality

w(V x, ε) ≤ w(a,w(α, ε)) + w(Tx,w(β, ε))Mf(r0) + (c+ drp0)Mξr0(ε)

+ (c+ drp0)f(r0)w(γ, ε).
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If we take the supremum at this inequality over x’s, we have the following estimation

w(V X, ε) ≤ w(a,w(α, ε)) + w(TX,w(β, ε))Mf(r0) + (c+ drp0)Mξr0(ε)

+ (c+ drp0)f(r0)w(γ, ε).

For ε→ 0, we have

w0(V X) ≤Mf(r0)w0(TX). (3.2)

On the other hand, let us fix arbitrarily x ∈ X and t, s ∈ I such that t ≤ s. Then,
we have the following estimate:

|(V x)(s)− (V x)(t)| − [(V x)(s)− (V x)(t)]

=

∣∣∣∣a(α(s)) + (Tx)(β(s))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ

− a(α(t))− (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣
−

[
a(α(s)) + (Tx)(β(s))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ

− a(α(t))− (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

]
≤ [|a(α(s))− a(α(t))| − (a(α(s))− a(α(t)))]

+

∣∣∣∣(Tx)(β(s))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣
−

[
(Tx)(β(s))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

]
≤

∣∣∣∣(Tx)(β(s))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ

∣∣∣∣
+

∣∣∣∣(Tx)(β(t))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

∣∣∣∣
−

[
(Tx)(β(s))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ

]
−

[
(Tx)(β(t))

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ − (Tx)(β(t))

∫ γ(t)

0

v(t, τ, x(η(τ)))dτ

]

≤ [|(Tx)(β(s))− (Tx)(β(t))| − [(Tx)(β(s))− (Tx)(β(t))]]

∫ γ(s)

0

v(s, τ, x(η(τ)))dτ

≤ [|(Tx)(β(s))− (Tx)(β(t))| − [(Tx)(β(s))− (Tx)(β(t))]]Mf(r0).

If we take supremum on both sides of this inequality over the t, s ∈ I = [0,M ], we
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have the inequality

i(V x) ≤ Mf(r0) sup[|(Tx)(β(s))− (Tx)(β(t))| − [(Tx)(β(s))− (Tx)(β(t))]]

≤ Mf(r0)i(Tx),

since the function β is nondecreasing. If we take supremum over the x’s, we get the
inequality

i(V X) ≤Mf(r0)i(TX). (3.3)

Finally, from the inequalities (3.2) and (3.3), we obtain

µ(V X) ≤Mf(r0)µ(TX) ≤Mf(r0)θµ(X).

From the assumption (viii) which is

Mf(r0)θ < 1

and by applying Theorem 2.1, V has a fixed point in the set B+
r0 .

Let us remember that from Remark 1, the set FixV of fixed points of V belonging
to C(I) is a member of kerµ. i.e. µ(FixV ) = 0 and this implies i(FixV ) = 0. Therefore
the solutions are nondecreasing on I. Thus the proof is completed.

Corollary 3.1. We assume that the function a is positive, the function f is contin-
uous and the assumptions (i)-(vi) and (viii) are provided in the Theorem 3.1. Let us
take the inequality

a(‖α‖) + (c+ d)Mf(1) < 1

instead of (vii). So, the function h defined as

h : [0, 1]→ R, h(r) = a(‖α‖) + (c+ drp)Mf(r)− r

is continuous and

h(0) = a(‖α‖) + cMf(0) > 0

and

h(1) = a(‖α‖) + (c+ d)Mf(1)− 1 < 0.

Thus, there exists at least one a number r0 ∈ (0, 1) such that h(r0) = 0. Consequently,
all of the assumptions of the Theorem 3.1 hold and the equation (3.1) has at least one
solution x = x(t) ∈ B+

r0 .

Example 3.1. Let us consider the equation

x(t) =
t2

5
+

1 + x2(t)

2

∫ t2

0

sin t+ ex(τ
2)

8 + τ
dτ, t ∈ I = [0, 1], (3.4)
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where α(t) = t2, β(t) = t, γ(t) = t2, η(τ) = τ2, a(s) = s
5 , a(α(t)) = t2

5 and the
function a is nondecreasing and positive and ‖α‖ = 1, a(‖α‖) = 1

5 .

v(t, τ, x) =
sin t+ ex

8 + τ

and

(Tx)(t) =
1 + x2(t)

2
.

We have the following estimate

|v(t, τ, x)| =
∣∣∣∣ sin t+ ex

8 + τ

∣∣∣∣ ≤ 1 + ex

8
≤ 1 + e|x|

8
= f(|x|)

for all t, τ ∈ I and x ∈ R. From the above equation we see that f(x) = 1+ex

8 . Let
us see that the operator T is continuous. Let x0 be arbitrarily element chosen from
C(I). For ‖x− x0‖ < δ, we have the following estimate:

‖Tx− Tx0‖ = max
t∈I

∣∣∣∣1 + x2(t)

2
− 1 + x20(t)

2

∣∣∣∣
=

1

2
max
t∈I

∣∣x2(t)− x20(t)
∣∣

=
1

2
max
t∈I

[|x(t)− x0(t)||x(t) + x0(t)|]

and

|x(t)| = |x(t)− x0(t) + x0(t)| ≤ |x(t)− x0(t)|+ |x0(t)| ≤ ‖x− x0‖+ ‖x0‖

such that,

|x(t)| ≤ δ + ‖x0‖. (3.5)

From the inequality (3.5), we obtain

|x(t) + x0(t)| ≤ |x(t)|+ ‖x0‖ ≤ δ + 2‖x0‖.

Thus, we obtain

‖Tx− Tx0‖ =
1

2
max
t∈I

[|x(t)− x0(t)||x(t) + x0(t)|]

≤ 1

2
(δ + 2‖x0‖) max

t∈I
|x(t)− x0(t)|

=
1

2
(δ + 2‖x0‖)‖x− x0‖.

Taking

1

2
(δ + 2‖x0‖)δ = ε
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we get

δ2 + 2‖x0‖δ − 2ε = 0 ⇒ (δ + ‖x0‖)2 − ‖x0‖2 − 2ε = 0

⇒ (δ + ‖x0‖)2 = ‖x0‖2 + 2ε

⇒ δ + ‖x0‖ =
√
‖x0‖2 + 2ε.

If δ is chosen as

δ =
√
‖x0‖2 + 2ε− ‖x0‖ > 0,

it is seen that the operator T is continuous at the point x0. Since x0 is an arbitrarily
element chosen from C(I), T is continuous on C(I). On the other hand, for each
x ∈ C(I) and each t ∈ I the inequality

|(Tx)(t)| ≤ c+ d‖x‖p, (p > 0)

is provided. Namely,∣∣∣∣1 + x2(t)

2

∣∣∣∣ ≤ 1

2
+

1

2
|x2(t)| = 1

2
+

1

2
|x(t)|2 ≤ 1

2
+

1

2
‖x‖2, c =

1

2
, d =

1

2
, p = 2.

There exists r0 positive solution that provides the inequality

a(‖α‖) + (c+ drp)Mf(r) ≤ r,

where ‖α‖ = 1, a(‖α‖) = 1
5 , M = 1. Any number r0 which provides the inequality

0, 375018 ≤ r0 ≤ 1, 65394

is a solution of the following inequality:

1

5
+

1

8
(1 + er)

(
1

2
+

1

2
r2
)
≤ r.

For example r0 = 1 is a solution of this inequality.
Let X 6= ∅, X ⊂ B+

r0 , x ∈ B+
r0 and t1, t2 ∈ I. We have the following estimate:

|(Tx(t2))− (Tx(t1))| =

∣∣∣∣1 + x2(t2)

2
− 1 + x2(t1)

2

∣∣∣∣
≤ 1

2
|x(t2) + x(t1)||x(t2)− x(t1)|

≤ 1

2
(|x(t2)|+ |x(t1)|)|x(t2)− x(t1)|

≤ 1

2
(‖x‖+ ‖x‖)|x(t2)− x(t1)|

≤ 1

2
(2r0)|x(t2)− x(t1)|
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sup
t1,t2∈I

|(Tx)(t2))− (Tx)(t1))| ≤ sup
t1,t2∈I

|x(t2)− x(t1)|

i.e.

w(Tx, ε) ≤ w(x, ε).

Thus, we have the following inequalities:

sup
x∈X

w(Tx, ε) ≤ sup
x∈X

w(x, ε),

w(TX, ε) ≤ w(X, ε),

lim
ε→0

w(TX, ε) ≤ lim
ε→0

w(X, ε),

w0(TX) ≤ w0(X). (3.6)

Let X 6= ∅, X ⊂ B+
r0 , x ∈ B+

r0 , t1 ≤ t2 and t1, t2 ∈ I. In this case we have the
following estimate:

|(Tx)(t2)− (Tx)(t1)| − [(Tx)(t2)− (Tx)(t1)]

=

∣∣∣∣1 + x2(t2)− 1− x2(t1)

2

∣∣∣∣− [1 + x2(t2)− 1− x2(t1)

2

]
≤ 1

2
|x(t2)− x(t1)||x(t2) + x(t1)| − 1

2
[(x(t2)− x(t1))(x(t2) + x(t1))]

=
1

2
(|x(t2)|+ |x(t1)|) [|x(t2)− x(t1)| − (x(t2)− x(t1))]

≤ 1

2
(‖x‖+ ‖x‖)[|x(t2)− x(t1)| − (x(t2)− x(t1))]

≤ 1

2
2r0[|x(t2)− x(t1)| − (x(t2)− x(t1))]

= |x(t2)− x(t1)| − [x(t2)− x(t1)].

Hence,

sup
t1,t2∈I

[|(Tx)(t2)− (Tx)(t1)| − [(Tx)(t2)− (Tx)(t1)]]

≤ sup
t1,t2∈I

[|x(t2)− x(t1)| − [x(t2)− x(t1)]],

i(Tx) ≤ i(x)

in view of the inequalities,

sup
x∈X

i(Tx) ≤ sup
x∈X

i(x)
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and so, we obtain

i(TX) ≤ i(X). (3.7)

From the inequalities (3.6) and (3.7), we get

µ(TX) ≤ µ(X),

where θ can be taken as θ = 1. In this case the inequality Mf(r0)θ < 1 holds.
Because, for θ = 1, r0 = 1, M = 1 and f(1) = 1+e

8 , the inequality

Mf(1)θ =
1 + e

8
< 1

holds. Since all of our assumptions are satisfied, this equation has a nondecreasing
solution on B+

r0 .

Remark 2. In the Example 3.1, since

|(Tx)(t)| ≤ 1

2
+

1

2
‖x‖2

for all x ∈ C(I) and t ∈ I, the condition (v)

|(Tx)(t)| ≤ c+ d‖x‖

in [3] does not hold. Hence, the result given in [3] is not applicable to the integral
equation (3.4) in the Example 3.1.

Example 3.2. Let us consider the equation

x(t) =
sin(t− 1 + π

2 )

5
+

1 + x3(t)

7

∫ t3

0

tan t+ ex(τ
2)

2 + τ
dτ, t ∈ I = [0, 1], (3.8)

where α(t) = t, β(t) = t, γ(t) = t3, η(τ) = τ2, the function a(t) =
sin(t−1+π

2 )

5 is
nondecreasing and positive and a(‖α‖) = 1

5 . We have the following estimate:

|v(t, τ, x)| =
∣∣∣∣ tan t+ ex

2 + τ

∣∣∣∣ ≤ √3 + ex

2
≤
√

3 + e|x|

2
= f(|x|)

for all t, τ ∈ I and x ∈ R. From the above equation, we see that f(x) =
√
3+ex

2 and

(Tx)(t) = 1+x3(t)
7 . It is obvious that T : C(I)→ C(I). Let us see that the operator T

is continuous. Let x0 be an arbitrarily element chosen from C(I). When ‖x−x0‖ < δ
we have the following estimate:

‖Tx− Tx0‖ = max
t∈I

∣∣∣∣1 + x3(t)

7
− 1 + x30(t)

7

∣∣∣∣
=

1

7
max
t∈I
|x3(t)− x30(t)|

=
1

7
max
t∈I

[|x(t)− x0(t)||x2(t) + x(t)x0(t) + x20(t)|]
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|x2(t) + x(t)x0(t) + x20(t)| = |(x(t)− x0(t))2 + 3x(t)x0(t)|
≤ |(x(t)− x0(t))|2 + 3|x(t)x0(t)|
< δ2 + 3|x(t)− x0(t) + x0(t)||x0(t)|
≤ δ2 + 3δ‖x0‖+ 3‖x0‖2.

From the above inequalities, we obtain

‖Tx− Tx0‖ =
1

7
max
t∈I

[|x(t)− x0(t)||x2(t) + x(t)x0(t) + x20(t)|]

<
1

7
(δ3 + 3δ2‖x0‖+ 3δ‖x0‖2)

=
1

7
((δ + ‖x0‖)3 − ‖x0‖3)

=
1

7
(δ + ‖x0‖)3 −

1

7
‖x0‖3 = ε

⇒ 1

7
(δ + ‖x0‖)3 = ε+

1

7
‖x0‖3

⇒ δ + ‖x0‖ = (7ε+ ‖x0‖3)
1
3

⇒ δ = (7ε+ ‖x0‖3)
1
3 − ‖x0‖ > 0.

If δ is chosen as δ = (7ε + ‖x0‖3)
1
3 − ‖x0‖ > 0, it is seen that the operator T is

continuous at the point x0. Since x0 is an arbitrarily element chosen from C(I), T is
continuous on C(I). Since

|(Tx)(t)| =
∣∣∣∣1 + x3(t)

7

∣∣∣∣ ≤ 1

7
+

1

7
|x3(t)| = 1

7
+

1

7
|x(t)|3 ≤ 1

7
+

1

7
‖x‖3,

c =
1

7
, d =

1

7
, p = 3,

the inequality

|(Tx)(t)| ≤ c+ d‖x‖p, (p > 0)

holds. There exists positive solution r0 that provides the inequality

a(‖α‖) + (c+ drp)Mf(r) ≤ r,

where ‖α‖ = 1, a(‖α‖) = 1
5 , M = 1.

Any number r0 providing the inequality

0, 386812 ≤ r0 ≤ 1, 32116

is a solution of the following inequality:(
1

2
(
√

3 + er)

)(
1

7
+

1

7
r3
)

+
1

5
≤ r.
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For example r0 = 1 is a solution of this inequality.
For any t1, t2 ∈ [0, 1] such that |t2 − t1| ≤ ε, ∅ 6= X ⊂ B+

r0 = B+
1 and x ∈ X, we

obtain

|(Tx)(t2)− (Tx)(t1)| =

∣∣∣∣1 + x3(t2)

7
− 1 + x3(t1)

7

∣∣∣∣
=

1

7
|x3(t2)− x3(t1)|

≤ 1

7
|x(t2)− x(t1)||x2(t2) + x(t2)x(t1) + x2(t1)|

≤ 1

7
|x(t2)− x(t1)|(|x2(t2)|+ |x(t2)x(t1)|+ |x2(t1)|)

≤ 1

7
|x(t2)− x(t1)|3‖x‖2

≤ 3

7
|x(t2)− x(t1)|.

If we take the supremum on both sides of inequality over t1, t2 ∈ I such that
|t2 − t1| ≤ ε and x ∈ X, we get

w(Tx, ε) ≤ 3

7
w(x, ε).

If we take the supremum at this inequality over x ∈ X, we get

w(TX, ε) ≤ 3

7
w(X, ε),

where, for ε→ 0, we obtain

w0(TX) ≤ 3

7
w0(X). (3.9)

For any t1, t2 ∈ [0, 1] such that t1 ≤ t2, ∅ 6= X ⊂ B+
r0 = B+

1 and x ∈ X, we get

|(Tx)(t2)− (Tx)(t1)| − [(Tx)(t2)− (Tx)(t1)]

=

∣∣∣∣1 + x3(t2)

7
− 1 + x3(t1)

7

∣∣∣∣− [1 + x3(t2)

7
− 1 + x3(t1)

7

]
=

1

7

∣∣x3(t2)− x3(t1)
∣∣− 1

7
[x3(t2)− x3(t1)]

=
1

7
|(x(t2)− x(t1))(x2(t2) + x(t2)x(t1) + x2(t1))|

− 1

7
(x(t2)− x(t1))(x2(t2) + x(t2)x(t1) + x2(t1))

=
1

7
(x2(t2) + x(t2)x(t1) + x2(t1))[|x(t2)− x(t1)| − (x(t2)− x(t1))]

≤ 3

7
‖x‖2[|x(t2)− x(t1)| − (x(t2)− x(t1))]

≤ 3

7
[|x(t2)− x(t1)| − (x(t2)− x(t1))].



132 O. Karakurt and Ö.F. Temizer

If we take the supremum at this inequality over t1, t2 ∈ [0, 1] such that t1 ≤ t2, we get

i(Tx) ≤ 3

7
i(x).

If we take the supremum at this inequality over x ∈ X, we get

i(TX) ≤ 3

7
i(X). (3.10)

From the inequalities (3.9) and (3.10) we get

µ(TX) ≤ 3

7
µ(X).

Then, θ can be taken as θ = 3
7 . For r = 1, θ = 3

7 and M = 1, we get

Mf(1)
3

7
< 1.

Thus, all of our assumptions provide and hence this equation has a nondecreasing
solution on B+

r0 .

Remark 3. In the Example 3.2, since

|(Tx)(t)| ≤ 1

7
+

1

7
‖x‖3

for all x ∈ C(I) and t ∈ I, the condition (v)

|(Tx)(t)| ≤ c+ d‖x‖

in [3] does not hold. Hence, the result given in [3] is not applicable to the integral
equation (3.8) presented in the Example 3.2.
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1. Introduction

Locating zeros of polynomials with special conditions for the coefficients, in particu-
lar, the number of zeros of complex polynomials in a disk when their coefficients are
restricted with special conditions has applications in many areas of applied mathe-
matics, including linear control systems, electrical networks, root approximation and
signal processing, and for this reason there is always a need for better and better esti-
mates for the region containing some or all the zeros of a polynomial. A review on the
location of zeros of polynomials can be found in ([1], [5], [8], [11]). If P (z) =

∑n
j=0 ajz

j

is a polynomial of degree n such that an ≥ an−1 ≥ ... ≥ a1 ≥ a0 > 0, then P (z) has
all its zeros in |z| ≤ 1. This famous result is known as Eneström-Kakeya theorem, for
reference see (section 8.3 of [11]). In the literature, for example see ([1] - [12]), there
exist various extensions and generalizations of Eneström-Kakeya theorem. Taking
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account of the restrictions on the coefficients of a polynomial allows for establishing
improved bounds and here, in this paper, we impose some restrictions on the coeffi-
cients of polynomials in order to count the number of zeros in a specific region. The
following result concerning the number of zeros of a polynomial in a closed disk can
be found in Titchmarsh’s classic “The Theory of Functions”, see ([13], page 171, 2nd
edition).

Theorem A. Let F (z) be analytic in |z| ≤ R. Let |F (z)| ≤M in |z| ≤ R and suppose
F (0) 6= 0. Then for 0 < δ < 1, the number of zeros of F (z) in the disk |z| ≤ Rδ does
not exceed

1

log 1
δ

log
M

|F (0)|
.

Regarding the number of zeros in |z| ≤ 1
2 and by putting a restriction on the coeffi-

cients of a polynomial similar to that of the Eneström-Kakeya theorem, Mohammad
[9] used a special case of Theorem A to prove the following result.

Theorem B. If P (z) =
∑n
j=0 ajz

j is a polynomial of degree n such that 0 < a0 ≤
a1 ≤ ... ≤ an, then the number of zeros of P (z) in |z| ≤ 1

2 does not exceed

1 +
1

log2
log

(
an
a0

)
.

The above result of Mohammad [9] was generalized in different ways for example
see ([1], [2], [4], [5], [11]). Using hypotheses related to those of Theorem B, very
recently Qasim et al. [6] imposed a monotonic condition on the moduli and then on
the real and imaginary parts of the coefficients of the Lucanary type of polynomials

P (z) = a0 +
n∑
j=µ

ajz
j and proved the following results.

Theorem C. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ ≤ n − 1, a0 6= 0 be a polynomial of

degree n. If for some real α and β

|arg aj − β| ≤ α ≤
π

2
, µ ≤ j ≤ n,

and for some t > 0 and some k with µ ≤ k ≤ n,

tµ|aµ| ≤ ... ≤ tk−1|ak−1| ≤ tk|ak| ≥ tk+1|ak+1| ≥ ... ≥ tn−1|an−1| ≥ tn|an|,

then the number of zeros of P (z) in |z| ≤ 1
2 does not exceed

1

log2
log

(
M

|a0|

)
,

where

M =2|a0|t+ |aµ|tµ+1(1− sinα− cosα) + 2|ak|tk+1cosα+

|an|tn+1(1− sinα− cosα) + 2

n∑
j=µ

|aj |tj+1sinα.
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Theorem D. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ ≤ n − 1, a0 6= 0 be a polynomial of

degree n with Re aj = αj and Im aj = βj for µ ≤ j ≤ n. Suppose that for some t > 0
and some k with µ ≤ k ≤ n, we have

tµαµ ≤ ... ≤ tk−1αk−1 ≤ tkαk ≥ tk+1αk+1 ≥ ... ≥ tn−1αn−1 ≥ tnαn,

then the number of zeros of P (z) in |z| ≤ t
2 does not exceed

1

log2
log

(
M

|a0|

)
,

where

M =2(|α0|+ |β0|)t+ (|aµ| − αµ)tµ+1 + 2|αk|tk+1+

(|αn| − αn)tn+1 + 2

n∑
j=µ

|βj |tj+1.

Theorem E. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ ≤ n − 1, a0 6= 0 be a polynomial of

degree n with Re aj = αj and Im aj = βj for µ ≤ j ≤ n. Suppose that for some t > 0
and some k with µ ≤ k ≤ n, we have

tµαµ ≤ ... ≤ tk−1αk−1 ≤ tkαk ≥ tk+1αk+1 ≥ ... ≥ tn−1αn−1 ≥ tnαn

and for some µ ≤ l ≤ n we have

tµβµ ≤ ... ≤ tl−1βl−1 ≤ tkβl ≥ tl+1βl+1 ≥ ... ≥ tn−1βn−1 ≥ tnβn,

then the number of zeros of P (z) in |z| ≤ t
2 does not exceed

1

log2
log

(
M

|a0|

)
,

where

M =2(|α0|+ |β0|)t+ (|aµ| − αµ + |βµ| − βµ)tµ+1

+ 2(αkt
k+1 + βlt

l+1) + (|αn| − αn + |βµ| − βµ)tn+1.

In this paper, we further weaken the hypotheses of the above results and prove
the following.



138 A. Mir, A. Ahmad and A.H. Malik

2. Main results

Theorem 1. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0, where for some t > 0 and

some µ ≤ k ≤ n,

tµ|aµ| ≤ ... ≤ tk−1|ak−1| ≤ tk|ak| ≥ tk+1|ak+1| ≥ ... ≥ tn−1|an−1| ≥ tn|an|

and |arg aj − β| ≤ α ≤ π
2 for µ ≤ j ≤ n, for some real α and β. Then for 0 < δ < 1,

the number of zeros of P (z) in the disk |z| ≤ δt does not exceed

1

log 1
δ

log
M

|a0|
,

where

M =2|a0|t+ (|aµ|tµ+1 + |an|tn+1)(1− cosα− sinα)

+ 2|ak|tk+1cosα+ 2

n∑
j=µ

|aj |tj+1sinα.

Notice that when t = 1 in Theorem 1, we get the following.

Corollary 1. Let P (z) = a0+
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0, where for some µ ≤ k ≤ n,

|aµ| ≤ ... ≤ |ak−1| ≤ |ak| ≥ |ak+1| ≥ ... ≥ |an−1| ≥ |an|

and |arg aj − β| ≤ α ≤ π
2 for µ ≤ j ≤ n, for some real α and β. Then for 0 < δ < 1,

the number of zeros of P (z) in the disk |z| ≤ δ does not exceed

1

log 1
δ

log
M

|a0|
,

where

M =2|a0|+ (|aµ|+ |an|)(1− cosα− sinα)

+ 2|ak|cosα+ 2

n∑
j=µ

|aj |sinα.

Clearly for δ = 1
2 , Theorem 1 reduces to Theorem C and Corollary 1 reduces to

Corollary 1.1 of Qasim et al. [6]. With t = 1 and k = n in Theorem 1, the hypothesis
becomes |aµ| ≤ ... ≤ |an−1| ≤ |an|, and the value of M becomes 2|a0|+(|aµ|+|an|)(1−

cosα− sinα) + 2|an|cosα+ 2
n∑
j=µ

|aj |sinα, and hence Theorem 1 implies Corollary 1.2

of Qasim et al. [6]. In the same way for t = 1, k = µ and for δ = 1
2 , Theorem 1

implies Corollary 1.3 of Qasim et al. [6].



Number of Zeros of a Polynomial ina Specific Region with Restricted Coefficients139

Theorem 2. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0, where Re aj = αj and

Im aj = βj for µ ≤ j ≤ n. Suppose that for some t > 0 and some k with µ ≤ k ≤ n,
we have

tµαµ ≤ ... ≤ tk−1αk−1 ≤ tkαk ≥ tk+1αk+1 ≥ ... ≥ tn−1αn−1 ≥ tnαn.

Then for 0 < δ < 1, the number of zeros of P (z) in the disk |z| ≤ δt does not exceed

1

log 1
δ

log
M

|a0|
,

where

M =2(|α0|+ |β0|)t+ (|αµ| − αµ)tµ+1

+ 2αkt
k+1 + (|αn| − αn)tn+1 + 2

n∑
j=µ

|βj |tj+1.

Remark 1. For δ = 1
2 , Theorem 2 reduces to Theorem D.

Notice that with t = 1 in Theorem 2, we get the following.

Corollary 2. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0, where Re aj = αj and

Im aj = βj for µ ≤ j ≤ n. Suppose we have for some µ ≤ k ≤ n,

αµ ≤ ... ≤ αk−1 ≤ αk ≥ αk+1 ≥ ... ≥ αn−1 ≥ αn.

Then for 0 < δ < 1, the number of zeros of P (z) in the disk |z| < δ does not exceed

1

log 1
δ

log
M

|a0|
,

where M = 2(|α0|+ |β0|) + (|αµ| − αµ) + 2αk + (|αn| − αn) + 2
n∑
j=µ

|βj |.

Clearly for δ = 1
2 , the Corollary 2 reduces to Corollary 2.1 of Qasim et al. [6].

With t = 1, k = n in Theorem 2, the hypothesis becomes αµ ≤ ... ≤ αn−1 ≤ αn, 1 ≤
µ < n and the value of M becomes

2(|α0|+ |β0|) + (|αµ| − αµ) + (|αn|+ αn) + 2

n∑
j=µ

|βj |,

therefore, Corollary 2.2 of Qasim et al. [6] follows from Theorem 2.
By manipulating the parameter k, µ and t, we easily get Corollary 2.3 and Corollary
2.4 of Qasim et al. [6] from Theorem 2.
Finally, we put the monotonicity-type condition on the real and imaginary parts of
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the coefficient of P (z) = a0 +
n∑
j=µ

ajz
j and get the following result.

Theorem 3. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0 where Re aj = αj and

Im aj = βj for µ ≤ j ≤ n. Suppose that for some t > 0, for some µ ≤ k ≤ n, we have

tµαµ ≤ ... ≤ tk−1αk−1 ≤ tkαk ≥ tk+1αk+1 ≥ ... ≥ tn−1αn−1 ≥ tnαn

and for some µ ≤ l ≤ n, we have

tµβµ ≤ ... ≤ tl−1βl−1 ≤ tkβl ≥ tl+1βl+1 ≥ ... ≥ tn−1βn−1 ≥ tnβn.

Then for 0 < δ < 1, the number of zeros of P (z) in the disk |z| ≤ δt does not exceed

1

log 1
δ

log
M

|a0|
,

where

M = 2(|α0|+ |β0|)t+ (|aµ| − αµ + |βµ| − βµ)tµ+1

+2(αkt
k+1 + βlt

l+1) + (|αn| − αn + |βµ| − βµ)tn+1.

Taking δ = 1
2 in Theorem 3, we get Theorem E. Theorem 3 gives several corollaries

with hypotheses concerning monotonicity of real and imaginary parts. For example,
with t = 1, we have the following result.

Corollary 3. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0, where Re aj = αj and

Im aj = βj for µ ≤ j ≤ n. Suppose that for some µ ≤ k ≤ n, we have

αµ ≤ ... ≤ αk−1 ≤ αk ≥ αk+1 ≥ ... ≥ αn−1 ≥ αn

and for some µ ≤ l ≤ n, we have

βµ ≤ ... ≤ βl−1 ≤ βl ≥ βl+1 ≥ ... ≥ βn−1 ≥ βn.

Then for 0 < δ < 1, the number of zeros of P (z) in the disk |z| ≤ δ does not exceed

1

log 1
δ

log
M

|a0|
,

where

M = 2(|α0|+ |β0|) + (|aµ| − αµ + |βµ| − βµ) + 2(αk + βl) + (|αn| − αn + |βµ| − βµ).

With t = 1 and k = l = n in Theorem 3, we get the following.
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Corollary 4. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0, where Re aj = αj and

Im aj = βj for µ ≤ j ≤ n. Suppose that for some µ ≤ k ≤ n, we have

αµ ≤ ... ≤ αn−1 ≤ αn

and
βµ ≤ ... ≤ βn−1 ≤ βn.

Then for 0 < δ < 1, the number of zeros of P (z) in the disk |z| ≤ δ does not exceed

1

log 1
δ

log
M

|a0|
,

where

M = 2(|α0|+ |β0|) + (|aµ| − αµ + |βµ| − βµ) + (|αn|+ αn + |βµ|+ βµ).

For t = 1, k = l = µ in Theorem 3, we get the following

Corollary 5. Let P (z) = a0 +
n∑
j=µ

ajz
j , 1 ≤ µ < n, a0 6= 0, where Re aj = αj and

Im aj = βj for µ ≤ j ≤ n. Suppose that

αµ ≥ ... ≥ αn−1 ≥ αn

and
βµ ≥ ... ≥ βn−1 ≥ βn.

Then for 0 < δ < 1, the number of zeros of P (z) in the disk |z| ≤ δ does not exceed

1

log 1
δ

log
M

|a0|
,

where

M = 2(|α0|+ |β0|) + (|aµ|+ αµ + |βµ|+ βµ) + (|αn| − αn + |βµ| − βµ).

3. Proofs of theorems

We need the following lemma for the proofs of theorems.

Lemma 1. For any two complex numbers b0 and b1 such that |b0| ≥ |b1|. Suppose
|arg bj − β| ≤ α ≤ π

2 , for j = 0, 1 for some real α and β, then

|b0 − b1| ≤ (|b0| − |b1|)cosα+ (|b0|+ |b1|)sinα.
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The above lemma is due to Govil and Rahman [5].

Proof of Theorem 1. Consider the polynomial

F (z) = (t− z)P (z)

= (t− z)
(
a0 +

n∑
j=µ

ajz
j

)

= a0t+

n∑
j=µ

tajz
j − a0z −

n∑
j=µ

ajz
j+1

= a0(t− z) +

n∑
j=µ

tajz
j −

n+1∑
j=µ+1

aj−1z
j

= a0(t− z) + taµz
µ +

n∑
j=µ+1

(taj − aj−1)zj − anzn+1.

For |z| = t, we have

|F (z)| ≤ 2t|a0|+ |aµ|tµ+1 +

n∑
j=µ+1

|taj − aj−1|tj + |an|tn+1

= 2t|a0|+ |aµ|tµ+1 +

k∑
j=µ+1

|taj − aj−1|tj +

n∑
j=k+1

|aj−1 − taj |tj + |an|tn+1.

Using Lemma 1 with b0 = ajt and b1 = aj−1 when µ+ 1 ≤ j ≤ k and with b0 = aj−1

and b1 = ajt when k + 1 ≤ j ≤ n,

|F (z)| ≤ 2t|a0|+ |aµ|tµ+1 +

k∑
j=µ+1

{
(|aj |t− |aj−1|)cosα+ (|aj |t+ |aj−1|)sinα

}
tj

+
n∑

j=k+1

{
(|aj−1| − |aj |t)cosα+ (|aj |t+ |aj−1|)sinα

}
tj + |an|tn+1

= 2|a0|t+ |aµ|tµ+1 +

k∑
j=µ+1

|aj |tj+1cosα−
k∑

j=µ+1

|aj−1|tjcosα

+

k∑
j=µ+1

|aj |tj+1sinα+

k∑
j=µ+1

|aj−1|tjsinα+

n∑
j=k+1

|aj−1|tjcosα

−
n∑

j=k+1

|aj |tj+1cosα+

n∑
j=k+1

|aj−1|tjsinα+

n∑
j=k+1

|aj |tj+1sinα+ |an|tn+1
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= 2|a0|t+ |aµ|tµ+1 − |aµ|tµ+1cosα+ |ak|tk+1cosα+ |aµ|tµ+1sinα

+ |ak|tk+1sinα+ 2

k−1∑
j=µ+1

|aj |tj+1sinα+ |ak|tk+1cosα− |an|tn+1cosα+ |ak|tk+1sinα

+ |an|tn+1sinα+ 2

n−1∑
j=k+1

|aj |tj+1sinα+ |an|tn+1.

= 2|a0|t+ |aµ|tµ+1 + |aµ|tµ+1(sinα− cosα) + 2

n−1∑
j=µ+1

|aj |tj+1sinα

+ 2|ak|tk+1cosα+ (sinα− cosα+ 1)|an|tn+1

= 2|a0|t+ |aµ|tµ+1(1− sinα− cosα) + 2|ak|tk+1cosα+ |an|tn+1(1− sinα− cosα)

+ 2

n∑
j=µ

|aj |tj+1sinα.

= M(say).

Now F (z) is analytic in |z| ≤ t and |F (z)| ≤M for |z| = t. So by Theorem A and the
Maximum Modulus Theorem, the number of zeros of F (and hence of P ) in |z| ≤ δt
is less than or equal to

1

log 1
δ

log

(
M

|a0|

)
.

Hence the Theorem 1 follows.
Proof of Theorem 2. As in the proof of Theorem 1,

F (z) = (t− z)P (z)

= a0(t− z) + taµz
µ +

n∑
j=µ+1

(taj − aj−1)zj − anzn+1,

and so

F (z) = (α0 + iβ0)(t− z) + (αµ + iβµ)tzµ +

n∑
j=µ+1

(αjt− αj−1)zj

+ i

n∑
j=µ+1

(βjt− βj−1)zj − (αn + iβn)zn+1.
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For |z| = t, we have

|F (z)| ≤ 2(|α0|+ |β0|)t+ (|αµ|+ |βµ|)tµ+1 +

n∑
j=µ+1

|αjt− αj−1|tj

+

n∑
j=µ+1

(|βj |t+ |βj−1|)tj + (|αn|+ |βn|)tn+1

= 2(|α0|+ |β0|)t+ (|αµ|+ |βµ|)tµ+1 +

n∑
j=µ+1

(αjt− αj−1)tj

+

n∑
j=k+1

(αj−1 − αjt)tj + |βµ|tµ+1 + 2

n−1∑
j=µ+1

|βj |tj+1 + |βn|tn+1

+ (|αn|+ |βn|)tn+1

= 2(|α0|+ |β0|)t+ (|αµ| − αµ)tµ+1 + 2αkt
k+1 + (|αn| − αn)tn+1

+ 2

n∑
j=µ

|βj |tj+1

= M

The result follows as in the proof of Theorem 1.

Proof of Theorem 3. As in the proof of Theorem 2,

F (z) = (t− z)P (z)

= a0(t− z) + taµz
µ +

n∑
j=µ+1

(ajt− aj−1)zj − anzn+1

= (α0 + iβ0)(t− z) + (αµ + iβµ)tzµ +

n∑
j=µ+1

(αjt− αj−1)zj

+ i

n∑
j=µ+1

(βjt− βj−1)zj − (αn + iβn)zn+1.

For |z| = t, we have

|F (z)| ≤ 2(|α0|+ |β0|)t+ (|αµ|+ |βµ|)tµ+1 +

n∑
j=µ+1

|αjt− αj−1|tj

+

n∑
j=µ+1

|βjt− βj−1|tj + (|αn|+ |βn|)tn+1
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= 2(|α0|+ |β0|)t+ (|αµ|+ |βµ|)tµ+1 +

k∑
j=µ+1

(αjt− αj−1)tj +

n∑
j=k+1

(αj−1 − αjt)tj

+

l∑
j=µ+1

(βjt− βj−1)tj +

n∑
j=l+1

(βj−1 − βjt)tj + (|αn|+ |βn|)tn+1

= 2(|α0|+ |β0|)t+ (|αµ| − αµ + |βµ| − βµ)tµ+1 + 2(αkt
k+1 + βlt

l+1)

+ (|αn| − αn + |βn| − βn)tn+1

= M.

The result now follows as in the proof of Theorem 1.
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A Minimax Approach to Mapping Partial

Interval Uncertainties into Point Estimates

Vadim Romanuke

Abstract: A problem of simultaneously reducing a group of inter-
val uncertainties is considered. The intervals are positively normalized.
There is a constraint, by which the sum of any point estimates taken
from those intervals is equal to 1. Hence, the last interval is suspended.
For mapping the interval uncertainties into point estimates, a minimax
decision-making method is suggested. The last interval’s point estimate
is then tacitly found. Minimax is applied to a maximal disbalance be-
tween a real unknown amount and a guessed amount. These amounts
are interpreted as aftermaths of the point estimation. According to this
model, the decision-maker is granted a pure strategy, whose components
are the most appropriate point estimates. Such strategy is always single.
Its components are always less than the right endpoints. The best map-
ping case is when we obtain a totally regular strategy whose components
are greater than the left endpoints. The irregular strategy’s components
admitting many left endpoints are computed by special formulae. The
worst strategy exists, whose single component is greater than the corre-
sponding left endpoint. Apart from the point estimation, irregularities
in the decision-maker’s optimal strategy may serve as an evidence of the
intervals’ incorrectness. The irregularity of higher ranks is a criterion for
correcting the intervals.

AMS Subject Classification: 91A05, 91A35, 90C47.
Keywords and Phrases: Game theory; Interval uncertainties; Minimax decision-
making; Pure strategy; Point estimates.
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1. Introduction

Interval estimates are unavoidable in modeling processes whose parameters are gen-
erated with a variety of stochastic or weakly controllable factors. It is a poor practice
to deal with such estimates because conclusions and inferences from them come “in-
tervally” uncertain (e.g., [4, 13, 49, 19]). For reducing interval uncertainties, both
expert judgments and statistically observed data are used [1, 21, 23]. Ideally, this
is Bayesian decision making. Practically, a faithful elicitation of the probability and
utility functions is almost always prohibitive [23, 18, 46]. Estimations based on expert
judgments allow narrowing the interval in a limited number of steps [41, 50]. When
no expert or other statistical data are available, decisions on reducing intervals are
made with special policies/strategies [4, 47, 20, 2].

On the other hand, point estimates are much less reliable. As the interval becomes
shorter, reliability of the interval estimate requires more statistical data [9, 36]. For
performing a decision analysis involving fuzzy logic, we need to substantiate a mem-
bership function and a method of defuzzification [22, 43]. Their substantiation also
relies on statistical observations. In general, a proper/valid mapping of the interval
estimate into a point estimate takes huge statistics [17, 47, 46]. Is the mapping pos-
sible without statistical data? Can we “guess” the most appropriate point value that
could substitute the interval? These questions are answered positively only by using
a conception of the least risk under the worst conditions that could happen. In other
words, this is about minimax principle.

In decision making, minimax principle allows forgetting the absence of any statis-
tics. In contrast to decisions using expected value or expected utility, being non-
probabilistic is a key feature of minimax decision making. Minimax robustness is used
in statistical decision theory, where a deterministic parameter is estimated under un-
certainty [3, 35]. Minimax is also used in designing linear estimators, where solutions
of convex optimization problems give the optimal, minimax regret-minimizing linear
estimator [32, 6, 17]. The main ground for trusting the use of minimax principle is
that it minimizes losses [42, 26]. Minimaxing risks/damages is a common routine in
studying processes with highly volatile and non-controllable parameters [4, 19, 14, 3].
Then game models are involved. Their solutions may propose both pure and mixed
strategies [44, 33]. Pure strategies are quite acceptable for a decision-maker, whereas
mixed ones contain probabilities (or probabilistic measures). Practical realization of
probabilities is inseparably associated with relative statistical frequencies. The fre-
quencies tend to the corresponding probabilities by some statistical data [46, 39, 9,
11]. But if we have those data, we can map the interval estimate into a point estimate
without minimaxing. Then no game modeling is needed anymore.

Availability of statistical data excludes reasonability of the minimax mixed strate-
gies. Therefore, only pure strategies are reasonable to make non-statistical decisions
on point estimates. This task becomes severer for multiple interval uncertainties rep-
resenting a group of connected/intertwined parameters [13, 19, 34, 12, 8]. Indeed,
if intervals are closed, then we have to map a multidimensional hyperparallelepiped
into a point of the same dimensionality.
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2. Background, related works, and motivation

Generally, uncertainty of a group of N parameters studied in RN by N ∈ N\ {1}
consists in that we can choose its value X from a subset X ⊂ RN :

X = [xk]1×N ∈
N

×
k=1

Xk = X ⊂ RN by |Xn| > 1 or µR (Xn) 6= 0 ∀n = 1, N. (1)

If subset X is finite, then µRN (X) = 0 and only condition |Xn| > 1 ∀n = 1, N
in (1) remains relevant. Both conditions in (1) are relevant for infinite subset X.
The uncertainty becomes partial if X is a closed N -dimensional hyperparallelepiped

within the nonnegative orthant of RN , and
N∑

n=1
xn is a constant value [44, 38]. It is

very convenient to consider the normalized uncertainty [13, 21, 23, 9]:

xk ∈ [ak; bk] = Xk ⊂ (0; 1)

by ak < bk ∀ k = 1, N − 1 and xN = 1−
N−1∑
n=1

xn > 0. (2)

It is important to note that (2) is followed with an inequality

N−1∑
k=1

ak <

N−1∑
k=1

bk < 1. (3)

If we knew a probabilistic measure Fn (xn) over Xn (being a generatrix to the
Lebesgue–Stieltjes integral), where

bn∫
an

dFn (xn) = 1,

the n-th interval uncertainty could be reduced as follows:

MFn
(Θ) =

bn∫
an

xndFn (xn). (4)

Value (4) is a point estimate [17], which is the mathematical expectation of a random
variable Θ with its values xn ∈ [an; bn] by the probabilistic measure Fn (xn). In
particular, knowing a probability density function f (xn), which is fn (xn) dxn =
dFn (xn), the point estimate becomes

Mfn (Θ) =

bn∫
an

xnfn (xn) dxn.
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However, as it was mentioned above, eliciting a probability function is not an easy
process. All the more that there are simultaneously N such functions (see, e.g., [29,
49]), although the N -th function (for cases with N > 1) is needless for the partial
uncertainty, where value

1−
N−1∑
n=1

MFn
(Θ) or 1−

N−1∑
n=1

Mfn (Θ)

can be accepted as a point estimate of the N -th interval. Besides, those N − 1
probability functions must be constant through a given amount of time [15, 17, 5,
31]. Otherwise, the point estimates intended for this amount become fluent. Thus
the estimation loses its sense.

Without statistical data, the guessed values are used instead of the intervals in
(2). While “guessing”, the minimax principle is applied in order to prevent the
most inappropriate guess. The prevention is understood as smoothing over the most
negative effect [40]. The effect is computed as a ratio between an aftermath of what
is real (becoming known for us only after some period of time) and an aftermath of
our guess (the point estimation aftermaths). Such aftermath is a function ρ defined
on every interval [17, 7, 48, 44]. If we say that yk is a point estimate for the k-th
interval but xk is a real value (valid for the given amount of time), then the effect is
ρ (xk)

ρ (yk)
. Owing to (2), only N − 1 point estimates

XN−1 = [xk]1×(N−1)

∈
{
XN−1 ∈ RN−1| xn ∈ [an; bn] = Xn ⊂ (0; 1) ∀n = 1, N − 1

}
(5)

are guessed as

YN−1 = [yk]1×(N−1)

∈
{
YN−1 ∈ RN−1| ym ∈ [am; bm] = Ym ⊂ (0; 1) ∀m = 1, N − 1

}
. (6)

Then the most negative effect is a function of 2N − 2 variables:

K (XN−1, YN−1) = K
(
{xi}N−1i=1 , {yj}N−1j=1

)

= max


{
ρ (xk)

ρ (yk)

}N−1

k=1

,

ρ

(
1−

N−1∑
n=1

xn

)

ρ

(
1−

N−1∑
m=1

ym

)
 . (7)

In fact, (6) is a strategy of the decision-maker in the problem of choosing the best
point estimates (Figure 1). The best version of this strategy is found as the second
player’s optimal strategy in a game with kernel (7) on a hyperparallelepiped
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Figure 1: Conception of choosing the best point estimates with minimax
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N−1

×
n=1

Xn

}
×

{
N−1

×
m=1

Ym

}
⊂

{
N−1

×
n=1

(0; 1)

}
×

{
N−1

×
m=1

(0; 1)

}
⊂ R2N−2, (8)

where (5) and (6) are pure strategies of the first and second players, respectively

[44, 45]. The first player’s pure strategy set is
N−1
×
n=1

Xn, and the second player’s pure

strategy set is
N−1
×
m=1

Ym.

The simplest case of the effect computation is just ρ (yk) = yk (see [45, 38]). Then
the game kernel (7) is

K (XN−1, YN−1) = K
(
{xi}N−1i=1 , {yj}N−1j=1

)

= max


{
xk
yk

}N−1

k=1

,

1−
N−1∑
n=1

xn

1−
N−1∑
m=1

ym

 . (9)

In a trivial case, when N = 2, kernel (9) is

K (x1, y1) = max

{
x1
y1
,

1− x1
1− y1

}
and the best minimax decision is [45]

y∗1 =
b1

1 + b1 − a1
.

For the general case, in the game with kernel (9) on hyperparallelepiped (8),
the decision-maker (as the second player) has a pure optimal strategy Y∗N−1 =
[y∗k]1×(N−1) (see [38]).

The case with kernel (7) is still unsolved. Shall the decision-maker possess a pure
optimal strategy in this case just for certain types of the function ρ? Will there
be any peculiarities (or special cases) in computing components of strategy Y∗N−1?
Can there be a continuum of such strategies? If it can, then what is a routine to
select a single unique strategy? Answers to these open questions may become a fair
contribution to the field of non-statistical interval uncertainty reduction.

3. Goals and tasks to be fulfilled

The goal is to find a decision-maker’s optimal strategy Y∗N−1, if any, in the game
with kernel

K (XN−1, YN−1) = K
(
{xi}N−1i=1 , {yj}N−1j=1

)
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= max


{
xqk
yqk

}N−1

k=1

,

(
1−

N−1∑
n=1

xn

)q

(
1−

N−1∑
m=1

ym

)q


(10)

on hyperparallelepiped (8) for any q > 0. Along with point estimates {y∗m}
N−1
m=1 of

the first N − 1 intervals, this strategy will allow to find a point estimate of the N -th
interval as

y∗N = 1−
N−1∑
m=1

y∗m. (11)

For achieving the goal, the following tasks are to be fulfilled:

1. To ascertain whether the second player has an optimal pure strategy Y∗N−1 in
the game.

2. If strategy Y∗N−1 exists, to state conditions for finding its components.

3. To give examples of finding components of strategy Y∗N−1.

4. To discuss its applicability and significance.

4. Decision-maker’s optimal strategy

Before we get started, an abbreviation of the game notation should be given.

Definition 1. The game with kernel (10) on hyperparallelepiped (8) for any q > 0
is called partial uncertainty reduction game (PURG).

The positive q is not emphasized in PURG. The reason is going to be made plain
below.

Theorem 1. The decision-maker has a pure optimal strategy

Y∗N−1 = [y∗k]1×(N−1)

in PURG. Components of this strategy are

y∗k =
bk

1 +

N−1∑
n=1

(bn − an)

∀ k = 1, N − 1 (12)

if only
bk

1 +

N−1∑
n=1

(bn − an)

> ak ∀ k = 1, N − 1. (13)
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Proof. Let

Lk (xk, yk) =
xqk
yqk

for k = 1, N − 1 and

LN

(
{xi}N−1i=1 , {yj}N−1j=1

)
=

(
1−

N−1∑
n=1

xn

)q

(
1−

N−1∑
m=1

ym

)q . (14)

So, kernel (10) is a maximum of N functions (14). Partial derivatives of the sec-
ond order of those functions with respect to components of the second player’s pure
strategy are:

∂2

∂y2k
Lk (xk, yk) =

∂2

∂y2k

(
xqk
yqk

)
=

∂

∂yk

(
−
qxqk
yq+1
k

)

=
q (q + 1)xqk

yq+2
k

for k = 1, N − 1 (15)

and

∂2

∂y2k
LN

(
{xi}N−1i=1 , {yj}N−1j=1

)
=

∂2

∂y2k


(

1−
N−1∑
n=1

xn

)q

(
1−

N−1∑
m=1

ym

)q



=
∂

∂yk


q

(
1−

N−1∑
n=1

xn

)q

(
1−

N−1∑
m=1

ym

)q+1



=

q (q + 1)

(
1−

N−1∑
n=1

xn

)q

(
1−

N−1∑
m=1

ym

)q+2 for k = 1, N − 1. (16)

Each of those 2N −2 derivatives (15) and (16) is positive. This implies that functions{
{Lk (xk, yk)}N−1k=1 , LN

(
{xi}N−1i=1 , {yj}N−1j=1

)}
are strictly convex [44]. Then, owing to [37], function (10) is strictly convex itself.
Therefore, PURG is convex. Owing to the game strict convexity, the second player



A Minimax Approach to Mapping Uncertainties into Point Estimates 155

herein has a pure strategy, which is

Y∗N−1 ∈ arg

 min

YN−1∈
N−1

×
m=1

Ym

 max

XN−1∈
N−1

×
n=1

Xn

K (XN−1, YN−1)




= arg

 min

YN−1∈
N−1

×
m=1

[am; bm]

 max

XN−1∈
N−1

×
n=1

[an; bn]

K (XN−1, YN−1)


 .

Further, we have:

max

XN−1∈
N−1

×
n=1

[an; bn]

K (XN−1, YN−1)

= max

XN−1∈
N−1

×
n=1

[an; bn]


max


{
xqk
yqk

}N−1

k=1

,

(
1−

N−1∑
i=1

xi

)q

1−
N−1∑
j=1

yj

q





= max


{

max
xk∈[ak; bk]

{
xqk
yqk

}}N−1

k=1

, max

XN−1∈
N−1

×
n=1

[an; bn]



(
1−

N−1∑
i=1

xi

)q

1−
N−1∑
j=1

yj

q





= max


{(

bk
yk

)q}N−1

k=1

,


1−

N−1∑
i=1

ai

1−
N−1∑
j=1

yj


q

. (17)

Maximum (17) is a function of N − 1 variables {yk}N−1k=1 . This function consists of
N upper parts of hyperbolic hypersurfaces raised to the power q. Its minimum on
N−1
×
m=1

Ym is reached when all those N parts are equal [45, 38]:

min

YN−1∈
N−1

×
m=1

[am; bm]

 max

XN−1∈
N−1

×
n=1

[an; bn]

K (XN−1, YN−1)


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= min

YN−1∈
N−1

×
m=1

[am; bm]


max


{(

bk
yk

)q}N−1

k=1

,


1−

N−1∑
i=1

ai

1−
N−1∑
j=1

yj


q



= max


{(

bk
y∗k

)q}N−1

k=1

,


1−

N−1∑
i=1

ai

1−
N−1∑
j=1

y∗j


q

= vopt,

where the optimal game value

vopt =

(
bk
y∗k

)q

=


1−

N−1∑
i=1

ai

1−
N−1∑
j=1

y∗j


q

∀ k = 1, N − 1. (18)

It is apparent that we can state

bk
y∗k

=

1−
N−1∑
i=1

ai

1−
N−1∑
j=1

y∗j

∀ k = 1, N − 1 (19)

instead of (18). It follows from (18) that

y∗m =
bm
bk
y∗k ∀m = 1, N − 1 and ∀ k = 1, N − 1 (20)

along with that

y∗k

(
1−

N−1∑
i=1

ai

)
= bk

1−
N−1∑
j=1

y∗j

 ∀ k = 1, N − 1. (21)

Ratio (20) allows to see that

bky
∗
m = bk

bm
bk
y∗k = bmy

∗
k. (22)

Equality (22) implies that we can exchange indices. This allows to re-write the right
term in (21) as follows:

bk

1−
N−1∑
j=1

y∗j

 = bk −
N−1∑
j=1

bky
∗
j = bk −

N−1∑
j=1

bjy
∗
k = bk − y∗k

N−1∑
j=1

bj . (23)
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Now, we plug the last term of (23) into the right-hand side of (21):

y∗k

(
1−

N−1∑
i=1

ai

)
= bk − y∗k

N−1∑
j=1

bj ,

whence

y∗k =
bk

1 +

N−1∑
j=1

bj −
N−1∑
i=1

ai

=
bk

1 +

N−1∑
n=1

(bn − an)

.

However, value (12) can really be the k-th component of the decision-maker’s optimal
strategy if

bk

1 +

N−1∑
n=1

(bn − an)

∈ [ak; bk] .

Inequality
bk

1 +

N−1∑
n=1

(bn − an)

6 bk ∀ k = 1, N − 1 (24)

is always true because
1

1 +

N−1∑
n=1

(bn − an)

6 1

and

1 6 1 +

N−1∑
n=1

(bn − an), (25)

where
N−1∑
n=1

(bn − an) > 0 (26)

that follows (3). Finally, just requirement (13) remains.

Thus the decision-maker’s optimal strategy does not depend upon q. The optimal
game value (18), showing the poorest ratio between the point estimation aftermaths,
however, is directly influenced with q.

Example 1. Consider an example construing the sense of requirement (13). Suppose
that N = 3, a1 = 0.3, b1 = 0.6, a2 = 0.25, b2 = 0.3. Then

b1

1 +

2∑
n=1

(bn − an)

=
0.6

1 + 0.6− 0.3 + 0.3− 0.25
=

4

9
>

3

10
= a1



158 V. Romanuke

but
b2

1 +

2∑
n=1

(bn − an)

=
0.3

1 + 0.6− 0.3 + 0.3− 0.25
=

2

9
<

1

4
= a2.

Thus requirement (13) is violated here for the second component. This counterexam-
ple prompts to consider the following theorem of necessity.

Theorem 2. To have the k-th component as (12) in PURG, it is necessary that the
inequality

bk − ak
N−1∑
n=1

(bn − an)

> ak (27)

be true.

Proof. Requirement (13) for the k-th component is expanded as follows:

bk > ak + ak

N−1∑
n=1

(bn − an),

bk − ak > ak

(
N−1∑
m=1

bm −
N−1∑
m=1

am

)
,

whence, dividing with owing to (3), we get inequality (27).

It will be shown below that condition (27) is not sufficient for having the k-th
component as (12). But it is sufficient to say that if condition (27) is violated, then
the k-th component is not computed as (12). This is, so to speak, a rejection of
conditions in Theorem 1. Henceforward, the following definitions become important.

Definition 2. The second player’s optimal strategy Y∗N−1 in PURG is called regular
if its components are computed as (12). A component of a regular strategy is called
regular.

Definition 3. The regular optimal strategy Y∗N−1 in PURG is called totally regular
if

y∗k ∈ (ak; bk) ∀ k = 1, N − 1. (28)

A component of a totally regular strategy is called totally regular.

Definition 4. The second player’s optimal strategy Y∗N−1 in PURG is called irregular
if at least a one inequality in requirement (13) is violated. A component of an irregular
strategy is called irregular.

These definitions facilitate in treating various types of optimal strategy Y∗N−1. It

easy to see that if inequality (27) holds for every k = 1, N − 1, then Y∗N−1 is regular.
Obviously, a regular strategy Y∗N−1 consists of N − 1 (all) regular components. They
are computed straightforwardly by (12). If strategy Y∗N−1 has an irregular compo-
nent, this strategy is not a regular one. Before finding irregular strategies, the span
of the regular component is asserted below.
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Theorem 3. Whichever regular strategy Y∗N−1 in PURG is, its k-th component

y∗k ∈ [ak; bk) ∀ k = 1, N − 1. (29)

Proof. As an inequality in requirement (13) can be violated, then an occurrence
y∗k = ak is possible. Owing to (26), inequality (25) holds strictly. Hence, inequality
(24) holds strictly as well.

Do we know a PURG, in which strategy Y∗N−1 is totally regular? Actually, such
a PURG exists, although the intervals seem “regular” themselves [38].

Theorem 4. In PURG whose hyperparallelepiped (8) is a hypercube{
N−1

×
n=1

[a; b]

}
×

{
N−1

×
m=1

[a; b]

}
⊂

{
N−1

×
n=1

(0; 1)

}
×

{
N−1

×
m=1

(0; 1)

}
⊂ R2N−2 (30)

by
{[ak; bk] = [a; b]}N−1k=1 , (31)

the decision-maker has a totally regular strategy Y∗N−1 whose components are identi-
cal:

y∗k =
b

1 + (N − 1) (b− a)
∀ k = 1, N − 1. (32)

Proof. Formula (32) is directly obtained by plugging (31) into (12). We know from
(3) that

N−1∑
k=1

ak = (N − 1) a < 1.

So,
1

N − 1
> a

and
b− a

(N − 1) (b− a)
> a. (33)

Inequality (33) is referred to Theorem 2 by considering inequality (27) with the strict
sign that gives (28).

Thus identical or “regular” intervals (31) generate totally regular and identical
components (32). In this way, interval uncertainties are “regulated” if we are allowed
to slightly adjust endpoints of different intervals. Of course, this is not always possible
in practical situations. If endpoints of different intervals are not adjustable, then
condition (13) is not guaranteed. Now the question is whether requirement (13) can
be violated entirely, i.e., inequality (27) fails ∀ k = 1, N − 1.
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Theorem 5. Inequality (27) in PURG holds strictly at least for a one k ∈
{

1, N − 1
}

.

Proof. Assume that inequality (27) nonstrictly fails ∀ k = 1, N − 1. This implies
that

bk − ak
N−1∑
n=1

(bn − an)

6 ak ∀ k = 1, N − 1.

Then, summing up both sides, we get

N−1∑
k=1

(bk − ak)

N−1∑
n=1

(bn − an)

= 1 6
N−1∑
k=1

ak

that is impossible. This contradiction proves the theorem assertion.

So, strategy Y∗N−1 is irregular if inequality (27) fails at least for a one k ∈{
1, N − 1

}
. How is y∗k then computed? What is strategy Y∗N−1 then, after all?

The following theorem answers this question partially.

Theorem 6. In PURG, let

bu

1 +

N−1∑
n=1

(bn − an)

< au for u ∈ U ⊂
{

1, N − 1
}

by U 6= ∅. (34)

Then |U | components of an irregular strategy Y∗N−1 are found as

y∗u = au ∀u ∈ U ⊂
{

1, N − 1
}
. (35)

The rest N − 1− |U | components are computed as

y∗k =

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

∀ k ∈
{

1, N − 1
}
\U (36)

if only

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

> ak ∀ k ∈
{

1, N − 1
}
\U . (37)
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Proof. Let

y∗∗u =
bu

1 +

N−1∑
n=1

(bn − an)

for u ∈ U ⊂
{

1, N − 1
}
. (38)

Due to (34), points (38) cannot be components of Y∗N−1 because y∗∗u /∈ [au; bu]. So,

y∗u > y∗∗u ∀u ∈ U . (39)

Let (18) be re-written as

(
bu
y∗∗u

)q

=

(
bk
y∗k

)q

=


1−

N−1∑
i=1

ai

1−
∑

z∈{1, N−1}\U
y∗z −

∑
w∈U

y∗∗w


q

∀u ∈ U and ∀ k ∈
{

1, N − 1
}
\U . (40)

Taking into account (39), from (40) we get

(
bu
y∗u

)q

<

(
bk
y∗k

)q

<


1−

N−1∑
i=1

ai

1−
∑

z∈{1, N−1}\U
y∗z −

∑
w∈U

y∗w


q

∀u ∈ U and ∀ k ∈
{

1, N − 1
}
\U (41)

instead of (18). Inequalities (41) are equivalent to inequalities

bu
y∗u

<
bk
y∗k

<

1−
N−1∑
i=1

ai

1−
∑

z∈{1, N−1}\U
y∗z −

∑
w∈U

y∗w

∀u ∈ U and ∀ k ∈
{

1, N − 1
}
\U . (42)

Similarly to getting equality (19), the second player here endeavors to minimize the
right term in (42) to get equality

vopt =
bk
y∗k

=

1−
N−1∑
i=1

ai

1−
∑

z∈{1, N−1}\U
y∗z −

∑
w∈U

y∗w
∀ k ∈

{
1, N − 1

}
\U (43)
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that is still possible by setting

y∗k <
bk

1 +

N−1∑
n=1

(bn − an)

for
bk

1 +

N−1∑
n=1

(bn − an)

> ak. (44)

Setting simultaneously y∗w > aw only increases the right term in (43). To decrease
this term, it would be necessary to decrease y∗k for some k ∈

{
1, N − 1

}
\U by (44)

more. But then the term
bk
y∗k

would be increased as well. Such behavior of the second

player contradicts with its optimality principle, where vopt is tried for minimization.
Therefore, setting (35) is optimal, and the rest N − 1− |U | components are roots of
equations (43). Similarly to (20),

y∗m =
bm
bk
y∗k ∀m ∈

{
1, N − 1

}
\U and ∀ k ∈

{
1, N − 1

}
\U , (45)

whence exchanging indices (22) is true. On the other hand, we get N − 1 − |U |
equations

y∗k

(
1−

N−1∑
i=1

ai

)

= bk

1−
∑

z∈{1, N−1}\U
y∗z −

∑
w∈U

y∗w

 ∀ k ∈
{

1, N − 1
}
\U (46)

from (43). Equations (46) are re-written with (35) and (45) as follows:

bk

1−
∑

z∈{1, N−1}\U
y∗z −

∑
w∈U

y∗w


= bk

(
1−

∑
w∈U

aw

)
− bk

∑
z∈{1, N−1}\U

y∗z

= bk

(
1−

∑
w∈U

aw

)
− y∗k

∑
z∈{1, N−1}\U

bz

= bk

(
1−

∑
w∈U

aw

)
− y∗k

(
N−1∑
i=1

bi −
∑
w∈U

bw

)
∀ k ∈

{
1, N − 1

}
\U . (47)

Now, we plug the last term of (47) into the right-hand side of (46):

y∗k

(
1−

N−1∑
i=1

ai

)
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= bk

(
1−

∑
w∈U

aw

)
− y∗k

(
N−1∑
i=1

bi −
∑
w∈U

bw

)
∀ k ∈

{
1, N − 1

}
\U ,

whence (36) follows on. However, value (36) can really be the k-th component of the
decision-maker’s optimal strategy if

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

∈ [ak; bk] ∀ k ∈
{

1, N − 1
}
\U .

From inequality

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

6 bk ∀ k ∈
{

1, N − 1
}
\U (48)

successively we have:

1−
∑
w∈U

aw

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

6 1,

1−
∑
w∈U

aw 6 1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw,

0 6
N−1∑
n=1

(bn − an)−
∑
w∈U

(bw − aw) =
∑

z∈{1, N−1}\U
(bz − az). (49)

Inequality (49) is always true, so inequality (48) holds as well. Finally, just require-
ment (37) remains.

According to Theorem 5, in PURG ∃ k ∈
{

1, N − 1
}

such that the k-th inequality
in requirement (13) holds. Therefore, the maximal number of inequalities (34) is
N − 2, i.e., |U | 6 N − 2. So, Example 1 gave a case with the maximal number by
N = 3, where U = {2}. For that case, y∗2 = a2 = 0.25 and

y∗1 =
b1 (1− a2)

1 +

2∑
n=1

(bn − an)− b2

=
0.6 · 0.75

1 + 0.6− 0.3 + 0.3− 0.25− 0.3
=

3

7
>

3

10
= a1.
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Example 2. Consider an example construing the sense of requirement (37). Suppose
that N = 4, a1 = 0.1, b1 = 0.5, a2 = 0.15, b2 = 0.2, a3 = 0.16, b3 = 0.25. Then

3∑
n=1

(bn − an) = 0.5− 0.1 + 0.2− 0.15 + 0.25− 0.16 = 0.54,

b1

1 +

3∑
n=1

(bn − an)

=
0.5

1 + 0.54
=

25

77
>

1

10
= a1

and
b3

1 +

3∑
n=1

(bn − an)

=
0.25

1 + 0.54
=

25

154
>

4

25
= a3,

but
b2

1 +

3∑
n=1

(bn − an)

=
0.2

1 + 0.54
=

10

77
<

3

20
= a2.

So, U = {2} and, according to Theorem 6, y∗2 = a2 = 0.15,

b1 (1− a2)

1 +

3∑
n=1

(bn − an)− b2

=
0.5 · (1− 0.15)

1 + 0.54− 0.2
=

85

268
>

1

10
= a1,

but
b3 (1− a2)

1 +

3∑
n=1

(bn − an)− b2

=
0.25 · (1− 0.15)

1 + 0.54− 0.2
=

85

536
<

4

25
= a3.

Thus requirement (37) is violated here for the third component. This counterexample
shows that Theorem 6 does not conclude the question of finding an irregular strategy
Y∗N−1 in PURG. This question also needs knowing the span of the irregular strategy
component.

Theorem 7. Whichever irregular strategy Y∗N−1 in PURG is, its k-th component is
(29). Besides,

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

<
bk

1 +

N−1∑
n=1

(bn − an)

< bk

∀ k ∈
{

1, N − 1
}
\U . (50)
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Proof. Let components of an irregular strategy Y∗N−1 be (35) and (36). The right
inequality in (50) has been already proved in Theorem 3. Consider the difference
between the left and right terms in the left inequality in (50) divided by bk:(

1−
∑
w∈U

aw

)(
1 +

N−1∑
n=1

(bn − an)

)
−

(
1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

)
(

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

)(
1 +

N−1∑
n=1

(bn − an)

)

=

(
1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

aw

(
1 +

N−1∑
n=1

(bn − an)

)
− 1−

N−1∑
n=1

(bn − an)

+
∑
w∈U

bw

)(
1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

)−1(
1 +

N−1∑
n=1

(bn − an)

)−1

=

−
∑
w∈U

aw

(
1 +

N−1∑
n=1

(bn − an)

)
+
∑
w∈U

bw(
1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

)(
1 +

N−1∑
n=1

(bn − an)

) . (51)

Summing up both sides of (34), we get∑
u∈U

bu

1 +

N−1∑
n=1

(bn − an)

<
∑
u∈U

au,

∑
u∈U

bu −
∑
u∈U

au

(
1 +

N−1∑
n=1

(bn − an)

)
< 0,

whence the numerator in the last term of (51) is negative. This confirms the double
inequality (50).

As requirement (37) can be violated at least for a one k, irregularity of strategy
Y∗N−1 by Theorem 6 and property (50) of span (29) of its components need supple-
mentation. An irregular strategy Y∗N−1, wherein

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

< ak by k ∈
{

1, N − 1
}
\U ,
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acquires deeper irregularity. Therefore, components of the irregular strategy should
be distinguished by ranks of their irregularity. Particularly, this is about downward-
biasing of their values in accordance to (50).

Definition 5. The u-th component (35) of the second player’s optimal strategy Y∗N−1
in PURG is called a simple irregular component of the first rank (SIC-1) if condition
(34) holds. A set of those components (SICs-1) is called a left strategy subset of the
first rank (LSS-1).

Definition 6. The k-th component (36) of the second player’s optimal strategy Y∗N−1
in PURG is called a downward-biased irregular component of the first rank (DBIC-1).
A set of those components (DBICs-1) is called a biased strategy subset of the first
rank (BSS-1).

Clearly, an irregular strategy Y∗N−1 contains at least an SIC-1. Owing to The-
orem 5 we know that number of SICs-1 does not exceed N − 2. Going deeper with
irregularity, can requirement (37) be violated entirely?

Theorem 8. Whichever nonempty LSS-1 in PURG is, ∃ l ∈
{

1, N − 1
}
\U such

that

bl

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

> al. (52)

Proof. Assume that inequality (37) holds with the reverse sign implying that

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

6 ak ∀ k ∈
{

1, N − 1
}
\U . (53)

Then, summing up both sides of (53) over k ∈
{

1, N − 1
}
\U , we get

∑
k∈{1, N−1}\U

bk

(
1−

∑
w∈U

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

6
∑

k∈{1, N−1}\U
ak,

∑
k∈{1, N−1}\U

bk

(
1−

∑
w∈U

aw

)
6

∑
k∈{1, N−1}\U

ak

(
1 +

N−1∑
n=1

(bn − an)−
∑
w∈U

bw

)
,
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∑
k∈{1, N−1}\U

bk

(
1−

∑
w∈U

aw

)

6
∑

k∈{1, N−1}\U
ak

1−
N−1∑
n=1

an +
∑

j∈{1, N−1}\U
bj

 ,

∑
k∈{1, N−1}\U

bk

(
1−

∑
w∈U

aw

)
−

∑
k∈{1, N−1}\U

ak
∑

j∈{1, N−1}\U
bj

6
∑

k∈{1, N−1}\U
ak

(
1−

N−1∑
n=1

an

)
,

∑
k∈{1, N−1}\U

bk

1−
∑
w∈U

aw −
∑

k∈{1, N−1}\U
ak


6

∑
k∈{1, N−1}\U

ak

(
1−

N−1∑
n=1

an

)
,

∑
k∈{1, N−1}\U

bk

(
1−

N−1∑
n=1

an

)
6

∑
k∈{1, N−1}\U

ak

(
1−

N−1∑
n=1

an

)
,

∑
k∈{1, N−1}\U

bk 6
∑

k∈{1, N−1}\U
ak, (54)

that is impossible. The refuted assumption implies that ∃ l ∈
{

1, N − 1
}
\U such

that (52) holds.

Although requirement (37) cannot be violated entirely, some of its inequalities
may turn false (see Example 2). Then the corresponding irregular optimal strategy
Y∗N−1 does not contain BSS-1.

Definition 7. An irregular optimal strategy Y∗N−1 of the second player in PURG
is called an irregular strategy of the first rank (IS-1) if it consists only of LSS-1 and
BSS-1.

We found an IS-1 in Example 1. Example 2 showed a case, where DBICs-1 cannot
be computed by (36), although y∗2 = 0.15 turned to be a single SIC-1. That is why
the irregular strategy Y∗N−1 in Example 2 cannot be an IS-1. Apparently, irregular
strategies can have different ranks of their irregularity. Deeper irregularity implies a
higher rank of irregular components. As irregular strategies Y∗N−1 in PURG may be
of higher ranks, Theorem 1 and Theorem 6 must be generalized.
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Theorem 9. Let Uh ⊂
{

1, N − 1
}

be a subset of those indices within the set{
1, N − 1

}
in PURG, for which inequality

buh

1−
∑

w∈A h−1

aw


1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h−1

bw

< auh

for Ah−1 =

h−1⋃
q=1

U q and uh ∈ Uh (55)

holds successively starting from h = 1 up to some h ∈ N and

h⋂
q=1

U q = ∅ for U q 6= ∅ ∀ q = 1, h. (56)

Then the maximal value of the index h is constrained:

h 6 N − 2. (57)

Besides,

Ah =

h⋃
q=1

U q

and |Ah| components of an irregular strategy Y∗N−1 are found as

y∗ur
= aur

∀ur ∈ U r ⊂
{

1, N − 1
}

by r = 1, h. (58)

The rest N − 1− |Ah| components are computed as

y∗k =

bk

(
1−

∑
w∈A h

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h

bw

∀ k ∈
{

1, N − 1
}
\Ah (59)

if only

bk

(
1−

∑
w∈A h

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h

bw

> ak ∀ k ∈
{

1, N − 1
}
\Ah. (60)
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Proof. If h = 1 then Ah−1 = ∅ and it falls directly within conditions of Theorem 6.
By induction for h > 2, the reasoning for (58)–(60) under (55) and (56) is the same
as that in Theorem 6, where U along the proof is substituted with Ah, formula (38)
is substituted with

y∗∗u =

bu

1−
∑

w∈A h−1

aw


1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h−1

bw

for u ∈ U ⊂
{

1, N − 1
}

and formula (44) is substituted with

y∗k <

bk

1−
∑

w∈A h−1

aw


1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h−1

bw

for

bk

1−
∑

w∈A h−1

aw


1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h−1

bw

> ak.

Thus, it remains only to prove (57). The maximal number of non-overlapping
nonempty subsets of the set

{
1, N − 1

}
is N − 1 (meaning not every possible com-

bination, but “pieces” of the whole set once broken into them). In this case, they all
are singletons. If h = N − 1 then

AN−1 =

N−1⋃
q=1

U q =
{

1, N − 1
}

and the k-th component (59) would be

y∗k =

bk

1−
∑

w∈A N−1

aw


1 +

N−1∑
n=1

(bn − an)−
∑

w∈A N−1

bw

=

bk

(
1−

N−1∑
w=1

aw

)

1 +

N−1∑
n=1

(bn − an)−
N−1∑
w=1

bw

=

bk

(
1−

N−1∑
w=1

aw

)

1−
N−1∑
n=1

an

= bk

by k ∈
{

1, N − 1
}
\AN−1 = ∅. Hence, the case h = N−1 is impossible. If h = N−2

then the subset

AN−2 =

N−2⋃
q=1

U q (61)
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consists of N − 2 indices, and thus k ∈
{

1, N − 1
}
\AN−2 exists as a single index.

So, from inequality (60) we have that

bk

1−
∑

w∈A N−2

aw


1 +

N−1∑
n=1

(bn − an)−
∑

w∈A N−2

bw

> ak, (62)

bk

1−
∑

w∈A N−2

aw


1 + bk −

N−1∑
n=1

an

> ak,

bk

1−
∑

w∈A N−2

aw

 > ak

(
1 + bk −

N−1∑
n=1

an

)
,

bk

1−
∑

w∈A N−2

aw

− akbk > ak

(
1−

N−1∑
n=1

an

)
,

bk

1−
∑

w∈A N−2

aw − ak

 > ak

(
1−

N−1∑
n=1

an

)
,

bk

(
1−

N−1∑
n=1

an

)
> ak

(
1−

N−1∑
n=1

an

)
. (63)

Inequality (63) is true, so that confirms the case h = N − 2 is possible. Possibility of
cases h < N − 2 is inductively verifiable.

The following definitions generalize ranking the irregularity of the decision-maker’s
optimal strategy.

Definition 8. The uh-th component y∗uh
= auh

of the second player’s optimal strat-
egy Y∗N−1 in PURG is called a simple irregular component of the h-th rank (SIC-h)

if condition (55) holds, h = 1, N − 2. A set of those components (SICs-h) is called a
left strategy subset of the h-th rank (LSS-h).

Definition 9. The k-th component (59) of the second player’s optimal strategy Y∗N−1
in PURG is called a downward-biased irregular component of the h-th rank (DBIC-h),
h = 1, N − 2. A set of those components (DBICs-h) is called a biased strategy subset
of the h-th rank (BSS-h).
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Definition 10. An irregular optimal strategy Y∗N−1 of the second player in PURG
is called an irregular strategy of the h-th rank (IS-h) if it includes an LSS-h and does
not contain irregular components of ranks higher than h.

According to Theorem 9, IS-h always contains SICs-r ∀ r = 1, h and BSS-h. Every
LSS-r contains at least a one component. IS-h does not contain BSS-r ∀ r = 1, h− 1.
The irregular optimal strategy of the highest rank, which is, literally, IS-(N − 2), has
a captivating property.

Theorem 10. IS-(N − 2) in PURG has a one and only one component, which is
greater than the corresponding left endpoint.

Proof. Using (61) from the proof of Theorem 9, we have (58) for N−2 indices. Here,
inequality (62) holds for a single index k ∈

{
1, N − 1

}
\AN−2. But inequality (63)

always holds strictly. Therefore, inequality (62) holds strictly as well.

Reverting to Example 2, its decision-maker’s optimal strategy Y∗N−1 is computable
now: U 1 = {2} and a single SIC-1 is y∗2 = a2 = 0.15, U 2 = {3} and a single SIC-2 is
y∗3 = a3 = 0.16. Finally, a single DBIC-2 is

y∗1 =
b1 (1− a2 − a3)

1 +

3∑
n=1

(bn − an)− b2 − b3

=
0.5 · (1− 0.15− 0.16)

1 + 0.54− 0.2− 0.25
=

69

218
>

1

10
= a1.

This IS-2 is an instance that supports the assertion of Theorem 10. Inequality (52)
within the assertion of Theorem 8 holds as well. Similar to Theorem 9, which gener-
alizes Theorem 6, an inductive generalization to Theorem 8 is important as well.

Theorem 11. Whichever nonempty IS-h in PURG is, ∃ l ∈
{

1, N − 1
}
\Ah such

that

bl

(
1−

∑
w∈A h

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h

bw

> al for h ∈
{

1, N − 2
}
. (64)

Proof. Assume that inequality (60) holds with the reverse sign implying that

bk

(
1−

∑
w∈A h

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h

bw

6 ak ∀ k ∈
{

1, N − 1
}
\Ah.

Then, U is substituted with Ah, and we get the same reasoning as that in The-
orem 8, finally coming to contradiction (54). The refuted assumption implies that
∃ l ∈

{
1, N − 1

}
\Ah such that (64) holds.
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According to Theorem 11, a case of y∗k = ak ∀ k ∈
{

1, N − 1
}

in PURG is im-
possible. Nevertheless, it is revealed that a potential DBIC-h is always less than a
potential DBIC-(h− 1).

Theorem 12. DBICs-h and DBICs-(h− 1) obey the inequality

bk

(
1−

∑
w∈A h

aw

)

1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h

bw

<

bk

1−
∑

z∈A h−1

az


1 +

N−1∑
n=1

(bn − an)−
∑

z∈A h−1

bz

∀ k ∈
{

1, N − 1
}
\Ah and ∀h = 2, N − 2. (65)

Proof. The difference between the left and right terms in inequality (65) divided by
bk is:(1−

∑
w∈A h

aw

)1 +

N−1∑
n=1

(bn − an)−
∑

z∈A h−1

bz


−

1−
∑

z∈A h−1

az

(1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h

bw

)(1 +

N−1∑
n=1

(bn − an)

−
∑

w∈A h

bw

)−11 +

N−1∑
n=1

(bn − an)−
∑

z∈A h−1

bz

−1 . (66)

Using that Ah = Ah−1 ∪Uh and∑
w∈A h

aw =
∑

z∈A h−1

az +
∑
l∈U h

al,∑
w∈A h

bw =
∑

z∈A h−1

bz +
∑
l∈U h

bl,

the expanded numerator in (66) is:

1 +

N−1∑
n=1

(bn − an)−
∑

z∈A h−1

bz −
∑

w∈A h

aw

−
∑

w∈A h

aw

N−1∑
n=1

(bn − an) +
∑

w∈A h

aw
∑

z∈A h−1

bz

− 1−
N−1∑
n=1

(bn − an) +
∑

w∈A h

bw +
∑

z∈A h−1

az
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+
∑

z∈A h−1

az

N−1∑
n=1

(bn − an)−
∑

z∈A h−1

az
∑

w∈A h

bw

= −
∑
l∈U h

al −
∑
l∈U h

al

N−1∑
n=1

(bn − an)

+
∑

w∈A h

aw
∑

z∈A h−1

bz +
∑
l∈U h

bl −
∑

z∈A h−1

az
∑

w∈A h

bw

= −
∑
l∈U h

al

(
1 +

N−1∑
n=1

(bn − an)

)
+

 ∑
z∈A h−1

az +
∑
l∈U h

al

 ∑
z∈A h−1

bz

+
∑
l∈U h

bl −
∑

z∈A h−1

az

 ∑
z∈A h−1

bz +
∑
l∈U h

bl


= −

∑
l∈U h

al

(
1 +

N−1∑
n=1

(bn − an)

)
+

∑
l∈U h

al
∑

z∈A h−1

bz +
∑
l∈U h

bl −
∑

z∈A h−1

az
∑
l∈U h

bl

= −
∑
l∈U h

al

1 +

N−1∑
n=1

(bn − an)−
∑

z∈A h−1

bz


+

∑
l∈U h

bl

1−
∑

z∈A h−1

az

 . (67)

Summing up both sides of (55), we get

∑
uh∈U h

buh

1−
∑

w∈A h−1

aw


1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h−1

bw

<
∑

uh∈U h

auh
,

∑
uh∈U h

buh

1−
∑

w∈A h−1

aw

− ∑
uh∈U h

auh

1 +

N−1∑
n=1

(bn − an)−
∑

w∈A h−1

bw

 < 0,

whence the last term of (67) is negative. Thus, difference (66) is negative, so inequality
(65) holds.
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Henceforward, strategy Y∗N−1 in PURG is either regular or irregular. Whichever
strategy Y∗N−1 is, its k-th component is (29) following Theorem 7 and Theorem 12.

5. Application

Branches, where PURG and the strategy Y∗N−1 may be applied, relate to multi-
parametric systems whose statistics either are very poor or include a high volatil-
ity. These systems must consist of N objects, over which some action is accom-
plished. Delivering capacities, loading/charging up to uncertain levels, time win-
dowing/scheduling are the most attractable examples of the action [44, 45, 19, 40,
10]. Volumes or periods thereby are either non-predictable or their adjustment takes
significant time/resources/energy.

An instance of the PURG’s application is an incipient consumer service, where
amounts of demands at the start are given as intervals, although the grand total
is fixed. The N -th consumer is a fictional one, whose “demand” is an unclaimed
amount. This amount is usually delivered backward or utilized. If all consumers are
equal (without priorities), the PURG-based model with (30)–(32) is acceptable.

If the amounts are areas to be appropriately divided, then q = 2. Cases with q = 2
relate mostly to areas/squares when intervals are given in feet, yards, miles, etc. If
the amounts are measured in cubature (say, for gallonage, barrels, or cubic meters),
then q = 3. Cases with q = 3 relate to volumes when intervals are given similarly.
The power q, although not influencing on the strategy Y∗N−1, stands for the factual
results and the point estimation aftermaths.

PURG can be used in preparing data for interval analysis, without mapping in-
tervals into points. The data preparation purports refinement of intervals. If an
irregularity is revealed then the intervals may be considered inappropriate for oper-
ating over them. Thus, the presence of irregular components in Y∗N−1 is a criterion
for preventing improper interval operations. Only regular strategy Y∗N−1 or Y∗N−1
with just DBICs-1 and a few SICs-1 might admit operations over the corresponding
N − 1 intervals.

Example 3. Let N = 5, a1 = 0.175, b1 = 0.225, a2 = 0.2, b2 = 0.225, a3 = 0.2,
b3 = 0.25, a4 = 0.15, b4 = 0.275. Here, first of all,

4∑
n=1

(bn − an) = 0.225− 0.175 + 0.225− 0.2 + 0.25− 0.2 + 0.275− 0.15 = 0.25,

b1

1 +

4∑
n=1

(bn − an)

=
0.225

1 + 0.25
=

9

50
>

7

40
= a1,

b2

1 +

4∑
n=1

(bn − an)

=
0.225

1 + 0.25
=

9

50
<

1

5
= a2,
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b3

1 +

4∑
n=1

(bn − an)

=
0.25

1 + 0.25
=

1

5
= a3,

b4

1 +

4∑
n=1

(bn − an)

=
0.275

1 + 0.25
=

11

50
>

3

20
= a4,

whence U 1 = {2} and y∗2 = a2 = 0.2. Then

b1 (1− a2)

1 +

4∑
n=1

(bn − an)− b2

=
0.225 · (1− 0.2)

1 + 0.25− 0.225
=

36

205
>

7

40
= a1,

b3 (1− a2)

1 +

4∑
n=1

(bn − an)− b2

=
0.25 · (1− 0.2)

1 + 0.25− 0.225
=

8

41
<

1

5
= a3,

b4 (1− a2)

1 +

4∑
n=1

(bn − an)− b2

=
0.275 · (1− 0.2)

1 + 0.25− 0.225
=

44

205
>

3

20
= a4,

whence U 2 = {3} and y∗3 = a3 = 0.2. Further,

b1 (1− a2 − a3)

1 +

4∑
n=1

(bn − an)− b2 − b3

=
0.225 · (1− 0.2− 0.2)

1 + 0.25− 0.225− 0.25
=

27

155
<

7

40
= a1,

b4 (1− a2 − a3)

1 +

4∑
n=1

(bn − an)− b2 − b3

=
0.275 · (1− 0.2− 0.2)

1 + 0.25− 0.225− 0.25
=

33

155
>

3

20
= a4,

whence U 3 = {1} and y∗1 = a1 = 0.175. Finally, according to Theorem 10,

y∗4 =
b4 (1− a2 − a3 − a1)

1 +

4∑
n=1

(bn − an)− b2 − b3 − b1

=
0.275 · (1− 0.2− 0.2− 0.175)

1 + 0.25− 0.225− 0.25− 0.225
=

17

80
>

3

20
= a4.
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The found IS-3 is obviously poor. But after corrections of the first three intervals
to [0.165; 0.225], [0.17; 0.235], [0.19; 0.26], [0.15; 0.275] a totally regular strategy is
obtained. The intervals herein are made wider for 20 %, 160 %, and 40 %, respectively
(the second interval was initially too short).

It is quite clear that the cost vopt of mapping interval uncertainties into point
estimates by the minimax approach is always lesser than the cost by any other point
estimation:

vopt = max


{(

bk
y∗k

)q}N−1

k=1

,


1−

N−1∑
i=1

ai

1−
N−1∑
j=1

y∗j


q

6 max


{(

bk

y
〈0〉
k

)q}N−1

k=1

,


1−

N−1∑
i=1

ai

1−
N−1∑
j=1

y
〈0〉
j


q

= v〈0〉, (68)

where
{
y
〈0〉
m

}N−1

m=1
are point estimates the first N − 1 intervals, and

y
〈0〉
N = 1−

N−1∑
m=1

y〈0〉m .

Point estimates
{
y
〈0〉
m

}N−1

m=1
can be obtained, for example, by simply finding an arith-

metic/geometric mean of left and right endpoints for every interval. The numerical

analysis, based on randomly generated positive intervals {[ak; bk]}N−1k=1 by (3), shows
that non-minimax cost v〈0〉 for both arithmetic and geometric mean approaches is far
greater that that of minimax (Figure 2). The cost of choosing the point estimates as
values of random variables is obviously the worst.

The average costs of the point estimation inevitably grow as N increases. The
minimax cost growth is significantly slower (Figure 3). Moreover, it looks like it has
an asymptote, which is less than 1.3 for a reasonably wide sequence of N . The growths
of the cost for both arithmetic and geometric mean approaches along with the random
point choice do not seem to have such asymptotes. Nonetheless, the worst minimax
cost vopt > 1.4 (before averaging in Figure 3).

The advantage of the minimax approach reflected in Figure 3 strengthens as the
number of intervals to be mapped into point estimates increases. Despite the minimax
cost expectedly grows, prevention of the worst event is the main goal. This is especially
important for branches where consequences of mistaken decisions will cost far much
more than vopt by (68), e.g., power management systems planning [4, 32], allocation
of resources for sustainability [24, 19, 25], nuclear data processing (1) and design of
reactor in-core monitoring systems [16], reliable flight trajectories [28], cybersecurity
[30, 25].
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Figure 2: Costs of the point estimation (for q = 1) for six series of 100 sets of
intervals by increasing N from 2 through 7 (moving from the top to bottom), where
the maximal ratio of the right and left endpoints is not greater than 2
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Figure 3: The average costs of the point estimation (for q = 1) for 15 series of 5000
sets of intervals, where the maximal ratio of the right and left endpoints is not greater
than 2

6. Discussion

An apparent demerit of the PURG-based model is that the decision-maker’s optimal
strategy Y∗N−1 becomes inefficient as statistical data are accumulated. When sta-
tistical data are still insufficient for Bayesian decisions, the minimax strategy can be
softened with expectations [27, 51]. A suitable moment to stop using the minimax ap-
proach along with the PURG-based model is when the respective probability density
functions can be elicited from the accumulated statistics. However, strategy Y∗N−1
appears efficient when external conditions change frequently/quickly (i.e., are highly
volatile) regardless of whether statistical data are sufficient or not.

Figure 4 shows interrelation of the proven theorems. Simpler cases are enveloped
in more general cases. Theorem 4 describes an ideal version of PURG. It is naively
believed that approximating to such PURG will give a totally regular strategy for the
decision-maker.
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Figure 4: Assertions and purposes of the proven theorems
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Normalization to 1 allows considering a fluent grand total, but the endpoints of
N − 1 intervals must be fixed. This means that the portion of a particular interval
should be always fixed. This is the fundamental step while dealing with real interval
data.

Simple realizability in practice is a merit of the PURG-based model. Another one
is a non-sophisticated routine of building PURG and finding the minimax strategy.
This routine is of two stages. Firstly, grand total and boundaries of objects’ portions
are normalized. Secondly, components {y∗k}

N−1
k=1 are computed, whichever formulae

are used. Moreover, the solution is independent of q. Such independency imparts
some universality to PURG.

Strategy Y∗N−1 is always single, there are no PURGs with a continuum of such
strategies. This saves from solving a subsequent decision making problem that lies
in selecting a single unique strategy. Additionally, the minimax irregular strategy is
ranked, that facilitate in comparing different intervals given before the point estima-
tion. Intervals which are mapped into simple irregular components of higher ranks
are less reliable.

Notwithstanding the intervals and IS-3 in Example 3, a series of numerical tests
confirms that cases of deeply irregular components (high ranks of irregularity) are
unlikely. Unlikelihood strengthens when endpoints of the same type (left or right) are
close by value, especially if they are identical. A confluent case is PURG on hypercube
(30) granting a totally regular strategy with components (32).

7. Conclusion

The PURG-based model, including formulae for {y∗k}
N−1
k=1 and (11), is a contribu-

tion to the field of non-statistical interval uncertainty reduction. This is a model of
maximal disbalance between a real unknown amount and a guessed amount. These
amounts are interpreted as aftermaths of the point estimation. This model grants a
pure strategy Y∗N−1 whose components are the most appropriate point estimates. The
appropriateness is founded on the minimax principle. This is a subtle optimization
model addressing minimum information processes. The approach will work efficiently
only by when no information is available but those interval estimates. Such a situation
is common in processing raw data of difficult measurements and measurements with
jeopardy (for instance, concentrations of river/air/ground pollutants, radiation con-
trol, etc.), where statistics are too small to estimate, e.g., a probability distribution
and find point estimates of its main characteristics (expectance and variance). The
minimax approach is applicable for cases just like those mentioned above, when the
risk of a biased decision should be as minimal as possible until additional information
becomes available.

Main benefits of PURG and Y∗N−1 are simplicity and acceptability of any time
period for practical realization. This is because we do not have expected values, but
only ready-to-go values. In other words, decisions based on minimax strategy Y∗N−1
are implemented on-the-fly, whichever changes of initial intervals are, and the result
of such an implementation comes instantly. If something new emerges frequently
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(resulting in frequently “floating” intervals), the minimax reaction by strategy Y∗N−1
is immediate owing to its components are re-computed easily.

Apart from the point estimation, the PURG-based model contributes to the deci-
sion making theory by deciding on appropriateness of the initial interval estimations
grouped as (2) by (3). Irregularities in the decision-maker’s optimal strategy Y∗N−1
may serve as an evidence of incorrectly setting the corresponding intervals’ endpoints.
Furthermore, higher ranks of irregularity might reject the corresponding intervals and
send them for correction before starting interval calculus. More specifically, a totally
regular strategy Y∗N−1 satisfying condition (28) is the best case for mapping partial
interval uncertainties into point estimates. A regular strategy Y∗N−1 found by (12)
but failing with (28) produces a suspicion of that not all the intervals are evaluated
correctly. An irregular strategy of the first rank (IS-1) found by (34)–(37) is a fea-
ture of poorly evaluated intervals. Then, correction of the intervals corresponding
to LSS-1 (a set of SICs-1) is an option. Deeper irregularity implying a higher rank
of irregular components directs that option to compulsorily correcting the intervals
which correspond to left strategy subsets of all the ranks reached. Therefore, LSS-2
and left strategy subsets of higher ranks play a role of indicators to which intervals
should be necessarily corrected.
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Abstract: Let B(z) be a finite Blaschke product of degree n. We
consider the problem when a finite Blaschke product can be written as a
composition of two nontrivial Blaschke products of lower degree related
to the condition B ◦M = B where M is a Möbius transformation from
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1. Introduction

It is known that a Möbius transformation from the unit disc D onto itself is of the
following form:

M(z) = c
z − α
1− αz

, (1.1)

where α ∈ D and c is a complex constant of modulus one (see [5] and [8]).
The rational function

B(z) = c

n∏
k=1

z − ak
1− akz

is called a finite Blaschke product of degree n for the unit disc where |c| = 1 and
|ak| < 1, 1 ≤ k ≤ n.

Blaschke products of the following form are called canonical Blaschke products:

B(z) = z

n−1∏
k=1

z − ak
1− akz

, |ak| < 1 for 1 ≤ k ≤ n− 1. (1.2)
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It is well-known that every canonical Blaschke product B of degree n, is associated
with a unique Poncelet curve (for more details see [2], [4] and [9]).

Decomposition of finite Blaschke products is an interesting matter studied by many
researchers by the use of a point λ on the unit circle ∂D and the points z1, z2, ..., zn
on the unit circle ∂D such that B (z1) = ... = B (zn) = λ. For example, using
circles passing through the origin, it was given the determination of these points for
the Blaschke products written as composition of two nontrivial Blaschke products of
lower degree (see [11] and [12]). On the other hand, decomposition of finite Blaschke
products is related to the condition B ◦M = B where M is a Möbius transformation
of the form (1.1) and different from the identity (see [1] and [8]). Some of the recent
studies about decomposibility of finite Blaschke products can be found in [3].

In this paper we consider the relationship between the following two questions for
a given canonical finite Blaschke product:

Q1) Is there a Möbius transformation M such that B ◦M = B and M is different
from the identity?

Q2) Can B be written as a composition B = B2◦B1 of two finite Blaschke products
of lower degree?

Also, the above problems have been considered in details due to group theory
in [7]. In the present study, we focus on a special class of finite Blaschke products
(canonical finite Blaschke products).

In Section 2, we recall some known theorems about these questions. In Section 3
we give some theorems and examples related to the above two questions.

2. Preliminaries

In this section we give some information about decomposition of finite Blaschke prod-
ucts written as B ◦M = B where M is a Möbius transformation different from the
identity. In [8], it was proved that the set of continuous functions M from the unit
disc into the unit disc such that B ◦M = B is a cyclic group if B is a finite Blaschke
product. In [1], the condition B ◦M = B was used in the following theorem.

Theorem 2.1. (See [1], Theorem 3.1 on page 335) Let B be a finite Blaschke product
of degree n. Suppose M 6= I is holomorphic from D into D such that B ◦M = B.
Then:

(i) M is a Möbius transformation,

(ii) There is a positive integer k ≥ 2 such that the iterates, M, ...Mk−1 are all
distinct but Mk = I.

(iii) k divides n.

(iv) There is a γ ∈ D such that M(γ) = γ.



Finite Blaschke Products and Decomposition 189

(v) B can be written as a composition B = B2 ◦B1 of finite Blaschke products with
the degree B1 = k and the degree of B2 = n/k. B1 may be taken to be

B1(z) =

(
z − γ
1− γz

)k
.

But the condition B◦M = B is not necessary for a decomposition of finite Blaschke
products (see [1] for more details).

It follows from Theorem 2.1 that if a finite Blaschke product B can be written
as B ◦M = B, then B can be decomposed into a composition of two finite Blaschke
products of lower order. However the following theorem gives necessary and sufficient
conditions for the question Q1.

Theorem 2.2. (See [8], Proposition 4.1 on page 202) Let B be finite Blaschke product

of degree n ≥ 1, B(z) =
n∏
k=1

z−ak
1−akz with ak ∈ D for 1 ≤ k ≤ n. Let M be a Möbius

transformation from D onto D. The following assertions are equivalent:

(i) (B ◦M)(z) = B(z), z ∈ C, |z| ≤ 1.

(ii) M({a1, a2,..., an}) = {a1, a2,..., an} and there exists z0 ∈ D\{a1, a2,..., an} such
that (B ◦M)(z0) = B(z0).

Using the following proposition given in [8], we know how to construct a finite
Blaschke product of degree n ≥ 1 satisfying the condition B ◦M = B where M is a
Möbius transformation from D into D different from identity.

Proposition 2.1. (See [8], Proposition 4.2 on page 203) Let n be a positive integer
and let M be a Möbius transformation from D into D such that Mn(0) = 0 and
{0,M(0), ...,Mn−1(0)} is a set of n distinct points in D. Consider the finite Blaschke

product B(z) = z
n−1∏
k=1

z−Mk(0)

1−Mk(0)z
. Then the group G of the invariants of B is generated

by M .

From [10], we know the following theorem and we will use this theorem in the next
chapter.

Theorem 2.3. Let

A (z) =

n∏
k=1

z − ak
1− akz

and B (z) =

n∏
k=1

z − bk
1− bkz

with ak and bk ∈ D = { |z| < 1} for k = 1, 2, ..., n. Suppose that A (λk) = B (λk) for
n distinct points λ1, ..., λn in D. Then A ≡ B.
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3. Blaschke products of degree n

Let B be a canonical Blaschke product of degree n and following [8], let Z(B) denotes
the set of the elements z ∈ D such that B(z) = 0. In this section we consider the
relationship between the questions (Q1) and (Q2).

Now we give the following theorem for the Blaschke products of degree n.

Theorem 3.1. Let M (z) = c z−α1−αz be a Möbius transformation different from the

identity from the unit disc into itself and B(z) = z
n−1∏
k=1

z−ak
1−akz be a canonical Blaschke

product of degree n. Then B ◦M = B if and only if M(z) = c
z−aj
1−ajz with |aj | = |al|

for some aj , al (0 ≤ j, l ≤ n− 1, j 6= l), c = −ajal and the equation

Mn−1 (0)− ai = 0, (1 ≤ i ≤ n− 1) (3.1)

is satisfied by the non-zero zeros of B.

Proof. Necessity: Let M (z) = c z−α1−αz be a Möbius transformation different

from the identity from the unit disc into itself, B(z) = z
n−1∏
k=1

z−ak
1−akz be a canoni-

cal Blaschke product of degree n and B ◦M = B. From Proposition 2.1, we know
Z(B) = {0,M(0), ...,Mn−1(0)} and Mn(0) = 0. Without loss of generality, let us
take a1 = M(0). Then we find

a1 = −cα (3.2)

Let aj = M j (0) (2 ≤ j ≤ n− 1) and then we find the following equations:

a2 = M2 (0) = −cα (1 + c)

1 + c |α|2
, a3 = M3 (0)

...

an−1 = Mn−1 (0) . (3.3)

By Theorem 2.1, then it should be Mn(0) = 0. Using the equation (3.3) we have

Mn (0) = M
(
Mn−1 (0)

)
= M (an−1) = 0

and so we get

an−1 = α.

By the equation (3.2) we find c = − a1
an−1

and hence |a1| = |an−1|. If we take

a1 = aj and an−1 = al then the proof follows.
Sufficiency: For the points 0 and ak (1 ≤ k ≤ n− 1) in D, we have

(B ◦M) (0) = B (0) and (B ◦M) (ak) = B (ak) ,
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by the equation (3.1). Then, by Theorem 2.3 we obtain

B ◦M ≡ B.

Notice that if all ak = 0, then we know that M (z) = e
2πi
n (see [8] on page 202).

From [8], we know the following corollary for the Blaschke products of degree 3.

Corollary 3.1. (See [8], page 205) Let G be the cyclic group which is composed of
the transformations M such that B ◦M = B. Then we have the following assertions:

(i) If B(z) = z3, G is generated by M(z) = e2iπ/3z, z ∈ D.

(ii) If Z(B) contains a non-zero point in D, B(z) = z z−a1
1−a1z

z+ca1
1+ca1z

where α ∈ D\{0}
and where c+ c = −1− |a1|2 . In this case the group G is generated by M(z) =
c z+ca11+ca1z

.

However, as an application of Theorem 3.1, we give the following corollary in our
form for degree 3.

Corollary 3.2. Let M (z) = c z−a11−a1z be a Möbius transformation different from the

identity from the unit disc onto itself and B(z) = z z−a
1−az

z−b
1−bz be a Blaschke product

of degree 3. Then B ◦M = B if and only if M(z) = c z−b
1−bz with |a| = |b| and some c

where c is a root of the equation c2 + c(1 + |a|2) + 1 = 0 with |c| = 1.

As an other application of Theorem 3.1, a similar corollary can be given for the
Blaschke products of prime degrees. We give the following corollaries and examples
for degree 5 and 7.

Corollary 3.3. Let M (z) = c z−α1−αz be a Möbius transformation different from the

identity from the unit disc onto itself and B(z) = z
4∏
k=1

z−ak
1−akz be a Blaschke product

of degree 5. Then B ◦M = B if and only if M(z) = c z−al1−alz with |aj | = |al| for some

(0 < j, l ≤ 4), c = −ajal and the equation

4c2al |al|2 + 3cal |al|2 + 3c3al |al|2 + c4al + c3al + c2al + cal +al + c2al |al|4 = 0, (3.4)

is satisfied by the non-zero zeros of B.

Example 3.1. Let B(z) = z
4∏
k=1

z−ak
1−akz be a Blaschke product of degree 5. From

Proposition 2.1, we know that Z(B) = {0,M(0), ...,M4(0)}, so we can take

a1 = M (0) , (3.5)

a2 = M2 (0) ,

a3 = M3 (0) ,

a4 = M4 (0) .
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Let al = 1
2 . Using the equation (3.4), we obtain c = −0.856763− i0.515711 and

M (z) =
(0.856763 + i0.515711) (1− 2z)

2− z
.

Using the equation (3.5), we find

a1 = 0.428381 + i0.257855,

a2 = 0.278236− i0.188486,

a3 = 0.141178 + 0.304977i,

a4 = 0.5.

Then we find (B ◦M) (z) = B (z) for the points z ∈ D.

Corollary 3.4. Let M (z) = c z−α1−αz be a Möbius transformation different from the

identity from the unit disc into itself and B(z) = z
6∏
k=1

z−ak
1−akz be a Blaschke product of

degree 7. Then B ◦M = B if and only if M(z) = c z−al1−alz with |aj | = |al| for some

(0 < j, l ≤ 6), c = −ajal and the equation

al + 5cal |al|2 + 8c2al |al|2 + 9c3al |al|2 + 8c4al |al|2

+5c5al |al|2 + 6c2al |al|4 + 9c3al |al|4 + 6c4al |al|4

+c3al |al|6 + cal + c2al + c3al + c4al + c5al + c6al = 0

(3.6)

is satisfied by the non-zero zeros of B.

Example 3.2. Let B(z) = z
6∏
k=1

z−ak
1−akz be a Blaschke product of degree 7. From

Proposition 2.1, we know that Z(B) = {0,M(0), ...,M6(0)}, so we can take

a1 = M (0) , (3.7)

a2 = M2 (0) ,

a3 = M3 (0) ,

a4 = M4 (0) ,

a5 = M5 (0) ,

a6 = M6 (0) .

Let al = 1
2 . Using the equation (3.6), we obtain c = 0.217617− i0.976034 and

M (z) =
− (0.217617− i0.976034) (2z − 1)

2− z
.
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Using the equation (3.7), we find

a1 = −0.108809 + i0.488017,

a2 = 163605 + i0.702141,

a3 = 0.40682 + i0.679542,

a4 = 0.574725 + i0.54495,

a5 = 0.64971 + i0.312482,

a6 = 0.5.

Then we obtain (B ◦M) (z) = B (z) for the points z ∈ D.

Now we consider the canonical Blaschke products of degree 4. At first, from [8],
we can give the following corollary for a Blaschke product B of degree 4 .

Corollary 3.5. (See [8], page 204) Let G be a cyclic group which is composed of the
transformations M such that B ◦M = B. Then we have the following assertions:

(i) If B(z) = z4, G is generated by M(z) = iz, z ∈ D.

(ii) If Z(B) contains a non-zero point in D, there are two cases:

(a)

B(z) = z
z − a1
1− a1z

z − a2
1− a2z

z − a1−a2
1−a1a2

1− z
(
a1−a2
1−a1a2

) ,
where a1 or a2 is non-equal to 0. In this case, M(z) = − z−a1

1−a1z and thus
M does not generate G since the degree of M is equal to 2.

(b)

B(z) = z
z − a1
1− a1z

z −M(a1)

1−M(a1)z

z −M2(a1)

1−M2(a1)z
,

with a1 ∈ D. In this case M(z) = c z+ca11+ca1z
generates G with |c| = 1 and

c+ c = −2 |a1|2 .

In this case there is a nice relation between decomposition of the finite Blaschke
products B of order 4 and the Poncelet curves associated with them. From [6] and
[13], we know the following theorem.

Theorem 3.2. For any Blaschke product B of order 4, B is a composition of two
Blaschke products of degree 2, that is B (z) = (f ◦ g) (z) where f (z) = z z−α

1−αz , g (z) =

z z−β
1−βz , α = −a1a2 and β = a1+a2−a1a2(a1+a2)

1−|a1a2|2
, if and only if the Poncelet curve E of

this Blaschke product is an ellipse with the equation

E : |z − a1|+ |z − a2| = |1− a1a2|

√
|a1|2 + |a2|2 − 2

|a1|2 |a2|2 − 1
.
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It is also known that the decomposition of some Blaschke products B of degree 4
is linked with the case that Poncelet curve of this Blaschke product is an ellipse with
a nice geometric property.

Theorem 3.3. (See [13], Theorem 5.2 on page 103) Let a1, a2 and a3 be three distinct

nonzero complex numbers with |ai| < 1 for 1 ≤ i ≤ 3 and B(z) = z
3∏
i=1

z−ai
1−aiz be a

Blaschke product of degree 4 with the condition that one of its zeros, say a1,satisfies
the following equation:

a1 + a1a2a3 = a2 + a3.

Then the Poncelet curve associated with B is the ellipse E with the equation

E : |z − a2|+ |z − a3| = |1− a2a3|

√
|a2|2 + |a3|2 − 2

|a2|2 |a3|2 − 1
.

Let B(z) be given as in the statement of Theorem 3.3. For any λ ∈ ∂D, let z1, z2, z3
and z4 be the four distinct points satisfying B(z1) = B(z2) = B(z3) = B(z4) = λ.
Then the Poncelet curve associated with B is an ellipse E with foci a2 and a3 and
the lines joining z1, z3 and z2, z4 pass through the point a1.

Example 3.3. Let a1 = 2
3 , a2 = 1

2 − i
1
2 , a3 = 1

2 + i 12 and B(z) = z
3∏
i=1

z−ai
1−aiz . The

Poncelet curve associated with B is an ellipse with foci a2 and a3 (see Figure 1).

However decomposition of a Blaschke product B is not always linked with the
Poncelet curve of the Blaschke product, as we will see in the following theorem.

Theorem 3.4. (See [11], Theorem 4.2 in page 69) Let a1, a2, ..., a2n−1 be 2n − 1
distinct nonzero complex numbers with |ak| < 1 for 1 ≤ k ≤ 2n − 1 and B(z) =

z
2n−1∏
k=1

z−ak
1−akz be a Blaschke product of degree 2n with the condition that one of its

zeros, say a1, satisfies the following equations:

a1 + a1a2a3 = a2 + a3.

a1 + a1a4a5 = a4 + a5.

...

a1 + a1a2n−2a2n−1 = a2n−2 + a2n−1.

(i) If L is any line through the point a1, then for the points z1 and z2 at which L
intersects ∂D, we have B(z1) = B(z2).

(ii) The unit circle ∂D and any circle through the points 0 and 1
a1

have exactly two
distinct intersection points z1 and z2. Then we have B(z1) = B(z2) for these
intersection points.
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a3

a2

a1

Figure 1:

From the proof of Theorem 3.4, we know that Blaschke product B can be written
as B(z) = B2 ◦B1(z) where

B1(z) = z
z − a1
1− a1z

and B2(z) = z
(z + a2a3)(z + a4a5)...(z + a2n−2a2n−1)

(1 + a2a3z)(1 + a4a5z)...(1 + a2n−2a2n−1z)
.

Now we investigate under what conditions B ◦M = B such that M is different from
the identity for the Blaschke product given in Theorem 3.4. For n = 2, we can give
the following theorem.

Theorem 3.5. Let a1, a2 and a3 be three distinct nonzero complex numbers with

|ak| < 1 for 1 ≤ k ≤ 3 and B(z) = z
3∏
k=1

z−ak
1−akz be a Blaschke product of degree 4 with

the condition that one of its zeros, say a1, satisfies the following equation:

a1 + a1a2a3 = a2 + a3.

(i) If M(z) = − z−a1
1−a1z then we have B = B2 ◦ B1 and B = B ◦ M only when

a3 = a1−a2
1−a1a2 .

(ii) Let M(z) = c z+ca11+ca1z
with the conditions c + c = −2 |a1|2 , a2 = M(a1) and

a3 = M2(a1). If a1 and c with |c| = 1 satisfy the following equation

a1c+ 2a1c
2 |a1|2 + a1c

3 |a1|2 + a1 − a1 |a1|2 = 0, (3.8)

then we have B = B2 ◦B1 and B = B ◦M.
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Proof. We use the equation a1 + a1a2a3 = a2 + a3, Theorem 3.4 and Corollary 3.5.

(i) Let M(z) = − z−a1
1−a1z . Then by Corollary 3.5, the condition B = B ◦M implies

a3 = a1−a2
1−a1a2 .

(ii) Let M(z) = c z+ca11+ca1z
. From Corollary 3.5, it should be a2 = M(a1), a3 = M2(a1)

and c+ c = −2 |a1|2 . Then we obtain

a2 =
a1(1 + c)

1 + c |a1|2
and a3 =

a1(1− |a1|2)

1 + 2c |a1|2 + c2 |a1|2
.

If we substitute these values of a2 and a3 in the equation a1 +a1a2a3 = a2 +a3,
we have the following equation

a1c+ 2a1c
2 |a1|2 + a1c

3 |a1|2 + a1 − a1 |a1|2 = 0.

Also in both cases we know that B has a decomposition as B = B2 ◦ B1 by
Theorem 3.3. Thus the proof is completed.

Now, we give two examples for the both cases of the above theorem.

Example 3.4. Let B be a Blaschke product and M be a Möbius transformation of
the following forms:

B(z) = z
z − a1
1− a1z

z − a2
1− a2z

z −
(
a1−a2
1−a1a2

)
1− z

(
a1−a2
1−a1a2

) and M(z) =
−z + a1
1− a1z

.

For a1 = 1
2 and a2 = 1

2 −
i
2 we obtain

B(z) =
z(z − 1

2 )(z − 1
2 + i

2 )(z − 1
5 −

3i
5 )

(− 1
2z + 1)(1− z( 1

2 + i
2 ))(1− z( 1

5 −
3i
5 ))

and M(z) =
−z + 1

2

1− 1
2z
.

Then we find (B ◦M)(z) = B(z) and B(z) = (B2 ◦B1)(z) for the points z ∈ D.

Example 3.5. Let B be a Blaschke product and M be a Möbius transformation of
the following forms:

B(z) = z
z − a1
1− a1z

z −M(a1)

1−M(a1)z

z −M2(a1)

1−M2(a1)z
and M(z) = c

z + ca1
1 + ca1z

.

For a1 = 2
3 , solving the equation a1c+ 2a1c

2 |a1|2 + a1c
3 |a1|2 + a1 − a1 |a1|2 = 0 we

find c = −1. Then we have B and M of the following forms:

B(z) =
z2(− 2

3 + z)2

(1− 2
3z)

2
and M(z) = −

− 2
3 + z

1− 2
3z

Then we find (B ◦M)(z) = B(z) and B(z) = (B2 ◦B1)(z) for the points z ∈ D.
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From the above discussions, we can say that decomposition of a finite Blaschke
product B is linked with its zeros. But for a finite Blaschke product B of degree 4,
this case is also linked with the Poncelet curve of B.

Using Theorem 3.1 and Theorem 3.4, for the Blaschke product of degree 2n, we
give the following result.

Corollary 3.6. Let a1, a2, ..., a2n−1 be 2n− 1 distinct nonzero complex numbers with

|ak| < 1 for 1 ≤ k ≤ 2n− 1 and B (z) = z
2n−1∏
k=1

z−ak
1−akz be a Blaschke products of degree

2n with the condition that one of its zeros, say a1, satisfies the following equations:

a1 + a1a2a3 = a2 + a3

a1 + a1a4a5 = a4 + a5

· · ·
a1 + a1a2n−2a2n−1 = a2n−2 + a2n−1.

Let M (z) = c z−a2n−1

1−za2n−1
with the conditions |c| = 1, M2n−1 (0) − a2n−1 = 0,

a1 = M (0) , a2 = M2 (0) , ..., a2n−1 = M2n−1 (0). If a2n−1 and c satisfy following
equations:

M (0) +M (0)M2 (0)M3 (0) = M2 (0) +M3 (0)

M (0) +M (0)M4 (0)M5 (0) = M4 (0) +M5 (0)

· · ·
M (0) +M (0)M2n−2 (0)M2n−1 (0) = M2n−2 (0) +M2n−1 (0)

Then we have B = B2 ◦B1 and B ◦M = B.

Proof. The proof is obvious from Theorem 3.1 and Theorem 3.4.

Example 3.6. Let B be a Blaschke product and M be a Möbius transformation of
the following forms:

B(z) = z
z −M(0)

1−M(0)z

z −M2(0)

1−M2(0)z

z −M3(0)

1−M3(0)z

z −M4(0)

1−M4(0)z

z −M5(0)

1−M5(0)z

and

M(z) = c
z − a5
1− a5z

.

From Corollary 3.6, it should be

M (0) +M (0)M2 (0)M3 (0) = M2 (0) +M3 (0) (3.9)

and

M (0) +M (0)M4 (0)M5 (0) = M4 (0) +M5 (0) . (3.10)
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We know that a1 = M (0) = −ca5, a2 = M2 (0) = −ca5 (1+c)

1+c|a5|2
, a3 = M3 (0) =

−ca5
(1+c+c2+c|a5|2)
1+2c|a5|2+c2|a5|2

and a4 = M4 (0) = −ca5
(1+c)(1+c2+2c|a5|2)

1+c|a5|2(3+2c+c2+c|a5|2)
. Writing these

values in the equations (3.9) and (3.10), we have

ca5 + 2c2a5 + c3a5 + c3a5 |a5|2 + c4a5 |a5|2 − 2c3a5 |a5|4

−c4a5 |a5|4 − ca5 |a5|2 − c2a5 |a5|2 − c2a5 |a5|4 = 0
(3.11)

and

a5 − c2a5 − c3a5 − c4a5 + 3ca5 |a5|2 + c2a5 |a5|4 + 2c2a5 |a5|2 + c4a5 |a5|2

+c3a5 |a5|4 − ca5 |a5|2 − 2c2a5 |a5|4 − a5 |a5|2 − 2ca5 |a5|4 = 0.
(3.12)

For a5 = 1
2 , solving the equations (3.11) and (3.12) we find c = −1. Then we have B

and M of the following forms:

B(z) = z
(2z − 1) (z − 0.5)

2 (
z − 1.4803× 10−16

) (
z − 7.40149× 10−17

)
(2− z) (1− 0.5z)

2
(1− 1.4803× 10−16z) (1− 7.40149× 10−17z)

and

M(z) =
2z − 1

z − 2
.

Then for the points z ∈ D, we find

(B ◦M)(z) = B(z) and B(z) = (B2 ◦B1)(z)

where

B1(z) = z
z − 0.5

1− 0.5z
and B2(z) = z

z + 3.70074× 10−17

1 + 3.70074× 10−17z

z + 7.40149× 10−17

1 + 7.40149× 10−17z
.

Corollary 3.7. Let a1, a2, ..., a3n−1 be 3n− 1 distinct nonzero complex numbers with

|ak| < 1 for 1 ≤ k ≤ 3n− 1 and B (z) = z
3n−1∏
k=1

z−ak
1−akz be a Blaschke products of degree

3n with the condition that one of its zeros, say a1, satisfies the following equations:

a1 + a2 + a3a4a5a1a2 = a3 + a4 + a5,

a1a2 + a3a4a5 (a1 + a2) = a3a4 + a3a5 + a4a5,

· · ·
a1 + a2 + a3n−3a3n−2a3n−1a1a2 = a3n−3 + a3n−2 + a3n−1,

a1a2 + a3n−3a3n−2a3n−1 (a1 + a2) = a3n−3a3n−2 + a3n−3a3n−1 + a3n−2a3n−1.

Let M (z) = c z−a3n−1

1−za3n−1
with the conditions |c| = 1, M3n−1 (0) − a3n−1 = 0,

a1 = M (0) , a2 = M2 (0) , ..., a3n−1 = M3n−1 (0). If a3n−1 and c satisfy following
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equations:

M (0) +M2 (0) +M3 (0)M4 (0)M5 (0)M (0)M2 (0)

= M3 (0) +M4 (0) +M5 (0) ,

M (0)M2 (0) +M3 (0)M4 (0)M5 (0)
(
M (0) +M2 (0)

)
= M3 (0)M4 (0) +M3 (0)M5 (0) +M4 (0)M5 (0) ,

· · ·
M (0) +M2 (0) +M3n−3 (0)M3n−2 (0)M3n−1 (0)M (0)M2 (0)

= M3n−3 (0) +M3n−2 (0) +M3n−1 (0) ,

M (0)M2 (0) +M3n−3 (0)M3n−2 (0)M3n−1 (0)
(
M (0) +M2 (0)

)
= M3n−3 (0)M3n−2 (0) +M3n−3 (0)M3n−1 (0) +M3n−2 (0)M3n−1 (0) .

Then we have B = B2 ◦B1 and B ◦M = B.

Proof. Let a1, a2, ..., a3n−1 be 3n−1 distinct nonzero complex numbers with |ak| < 1

for 1 ≤ k ≤ 3n− 1 and B (z) = z
3n−1∏
k=1

z−ak
1−akz be a Blaschke product of degree 3n with

the condition that two of its zeros, say a1 and a2, satisfies the following equations:

a1 + a2 + a3a4a5a1a2 = a3 + a4 + a5,

a1a2 + a3a4a5 (a1 + a2) = a3a4 + a3a5 + a4a5,

a1 + a2 + a6a7a8a1a2 = a6 + a7 + a8,

a1a2 + a6a7a8 (a1 + a2) = a6a7 + a6a8 + a7a8,

· · ·
a1 + a2 + a3n−3a3n−2a3n−1a1a2 = a3n−3 + a3n−2 + a3n−1,

a1a2 + a3n−3a3n−2a3n−1 (a1 + a2) = a3n−3a3n−2 + a3n−3a3n−1 + a3n−2a3n−1.

By Theorem 4.4 on page 71 in [11], we know that B(z) can be written as a composition
of two Blaschke products of degree 3 and n as B (z) = (B2 ◦B1) (z) where

B1 (z) =
z (z − a1) (z − a2)

(1− a1z) (1− a2z)

and

B2 (z) =
z (z − a3a4a5) (z − a6a7a8) ... (z − a3n−3a3n−2a3n−1)

(1− a3a4a5z) (1− a6a7a8z) ... (1− a3n−3a3n−2a3n−1z)
Then, the rest of the proof is clear from Theorem 3.1.

Example 3.7. Let B be a Blaschke product and M be a Möbius transformation of
the following forms:

B(z) = z
z −M(0)

1−M(0)z

z −M2(0)

1−M2(0)z

z −M3(0)

1−M3(0)z

z −M4(0)

1−M4(0)z

z −M5(0)

1−M5(0)z
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and

M(z) = c
z − a5
1− a5z

.

From Corollary 3.7, it should be

M (0) +M2 (0) +M3 (0)M4 (0)M5 (0)M (0)M2 (0)

= M3 (0) +M4 (0) +M5 (0)
(3.13)

and

M (0)M2 (0) +M3 (0)M4 (0)M5 (0)
(
M (0) +M2 (0)

)
= M3 (0)M4 (0) +M3 (0)M5 (0) +M4 (0)M5 (0) .

(3.14)

We know that a1 = M (0) = −ca5, a2 = M2 (0) = −ca5 (1+c)

1+c|a5|2
, a3 = M3 (0) =

−ca5
(1+c+c2+c|a5|2)
1+2c|a5|2+c2|a5|2

and a4 = M4 (0) = −ca5
(1+c)(1+c2+2c|a5|2)

1+c|a5|2(3+2c+c2+c|a5|2)
. Writing these

values in the equations (3.13) and (3.14), we have

−ca5
(
1 + c |a5|2

)(
1 + 2c |a5|2 + c2 |a5|2

)(
1 + c |a5|2

(
3 + 2c+ c2 + c |a5|2

))(
1 + c |a5|2

)
−ca5 (1 + c)

(
1 + 2c |a5|2 + c2 |a5|2

)(
1 + c |a5|2

(
3 + 2c+ c2 + c |a5|2

))(
1 + c |a5|2

)
+a5 |a5|4

(
1 + c+ c2 + c |a5|2

)
(1 + c)

(
1 + c2 + 2c |a5|2

)
(1 + c)

(
1 + c |a5|2

)
+ca5

(
1 + c+ c2 + c |a5|2

)(
1 + c |a5|2

)(
1 + c |a5|2

(
3 + 2c+ c2 + c |a5|2

))(
1 + c |a5|2

)
+ca5 (1 + c)

(
1 + c2 + 2c |a5|2

)
(1 + c |a5|)2

(
1 + 2c |a5|2 + c2 |a5|2

)
(1 + c |a5|)2

−a5
(
1 + c |a5|2

)(
1 + 2c |a5|2 + c2 |a5|2

)(
1 + c |a5|2

(
3 + 2c+ c2 + c |a5|2

))(
1 + c |a5|2

)
= 0.

(3.15)
and

c2a25 (1 + c)
(
1 + 2c |a5|2 + c2 |a5|2

)(
1 + c |a5|2

(
3 + 2c+ c2 + c |a5|2

))(
1 + c |a5|2

)(
1 + c |a5|2

)
+c2a35

(
1 + c+ c2 + c |a5|2

)
(1 + c)

(
1 + c2 + 2c |a5|2

)(
−ca5

(
1 + c |a5|2

)
− ca5 (1 + c)

)
·
(
1 + c |a5|2

)
− c2a25

(
1 + c+ c2 + c |a5|2

)
(1 + c)

(
1 + c2 + 2c |a5|2

)(
1 + c |a5|2

)(
1 + c |a5|2

)
+ca25

(
1 + c+ c2 + c |a5|2

)(
1 + c |a5|2

)(
1 + c |a5|2

(
3 + 2c+ c2 + c |a5|2

))(
1 + c |a5|2

)
+ca25 (1 + c)

(
1 + c2 + 2c |a5|2

)(
1 + c |a5|2

)(
1 + 2c |a5|2 + c2 |a5|2

)(
1 + c |a5|2

)
= 0.

(3.16)
For a5 = 1

2 , solving the equations (3.15) and (3.16) we find c = −0.625+ i0.780625
Then we have B and M of the following forms:

B(z) =

z
(2z − 1)

(
z − 0.5 + 6.39697 × 10−11i

)
(z − 0.3125 + 0.390312i)2

(
z − 2.51094 × 10−11 − 1.05107 × 10−10i

)
(2 − z)

(
1 − z

(
0.5 + 6.39697 × 10−11i

))
(1 − z (0.3125 + 0.390312i))2

(
1 − z

(
2.51094 × 10−11 − 1.05107 × 10−10i

))
(3.17)

and

M(z) = (0.625− 0.780625i)
1− 2z

2− z
.
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Then for the points z ∈ D, we find

(B ◦M)(z) = B(z) and B(z) = (B2 ◦B1)(z)

where

B1(z) = z

(
z − 0.5 + 6.39697× 10−11i

)
(z − 0.3125 + 0.390312i)

(1− z (0.5 + 6.39697× 10−11i)) (1− z (0.3125 + 0.390312i))

and

B2(z) = z
z − 2.44357× 10−11 − 1.15227× 10−11i

1− z (2.44357× 10−11 − 1.15227× 10−11i)
.
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