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From the Editorial Committee

We are giving you the next 20th (3/2013) issuehaf Quarterly of the Faculty of
Management of the Rzeszow University of Technolegtitled “Modern Management
Review”.

The primary objective of the Quarterly is to prompublishing of the results of scien-
tific research within economic and social issuesdonomics, law, finance, management,
marketing, logistics, as well as politics, corperhistory and social sciences.

Our aim is also to raise the merits and the irtgonal position of the Quarterly pub-
lished by our Faculty. That is why we provided fgreScientific Council, as well as an
international team of Reviewers to increase thaesaf the scientific publications.

The works placed in this issue include many assiomgtand decisions, theoretical so-
lutions as well as research results, analyses, ansgms and reflections of the Authors.

We would like to thank all those who contributedhe issue of the Quarterly and we
hope that you will enjoy reading this issue.

With compliments
Editorial Committee
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Mehmet Aldonat BEYZATLAR !
Yesim Rabia KUSTEPEL i?

HIGHWAY AND RAILWAY INFRASTRUCTURE, REAL
INCOME AND STRUCTURAL BREAKS

Infrastructure systems affect economic developrdaettly or indirectly depending on
their structure, type, quality and quantity. Tramsation infrastructure is one of the most
important types of infrastructure systems since tiprovements in transportation
infrastructure has tangible and intangible bendfitseconomy such as reducing costs,
increasing productivity and outputs. Therefore gstment in transportation infrastructure is
important, while this contributes to economic depehent directly by lowering
transportation costs and facilitating trade. Alttees include services provided by transport
infrastructures are fundamental to economic a@iwitiue to enhanced mobility of goods
and services. This reflects that the whole econdnyelated to transportation and the
relationship between transportation infrastructame economic growth has been analyzed
in many studies by using different methodologiggpraaches. The aim of this paper is to
analyze the relationship between the transportatibmstructure and economic growth in
Turkey for the period 1970-2006. Empirical analyism cointegration tests with and
without structural break show that the long ruree$ of real income, highway length,
railway length and labor force on real income vaiithin tests with respect to sign and
significance. However, the relationship betweenretaf transportation in fixed capital
investments and real income is positive and sicguifi for all tests including dynamic OLS.
This shows that private and public policies towaransportation infrastructure should
target investments and improvements in the quafityansportation, not quantity.

Keywords: Highway infrastructure, Railway infrastructure, Cebbuglas production
function, Co-integration tests, Structural breaKsransportation investments, Jel
Classification: C54, E23, H54, L92

1. INTRODUCTION

Infrastructure systems affect development directlyindirectly depending on their
structure, type, quality and quantity. Transpootatinfrastructure is one of the most
important types of infrastructure since the improeats in transportation infrastructure
has tangible and intangible benefits to economyhsas reducing costs, increasing
productivity and outputs.

Investment in transportation infrastructure contté@s to economic development
directly by lowering transportation costs and féaiing trade. Services provided by
transport infrastructure are fundamental to ecowoaastivities due to enhanced mobility
of goods and services. Lower costs and ease ofsadoemarkets causes a range of
sectoral, spatial and regional developments from phivate sector point of view

1 Mehmet Aldonat Beyzatlar, Dokuz Eyliil Universitaculty of Business, Department of Economics.
Corresponding Author. E-mail: mehmet.beyzatlar@etdwuitr

2 Yesim Rabia Kistepeli, Dokuz Eyliil University, Faculty of Busine&epartment of Economics.
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(Aschauer, 1989; Munnell, 1990; Gramlich, 1994; Bloeas, et al. 2000). Improvements
in transportation cause increased accessibilitgcigfization and market expansion thus
causing increasing returns to scale and spatidbaggyation effects as well as innovation.
As a result, total factor productivity and GDP gtbvincreases (Bougheas et al., 2000;
Lakshmanan, 2007). The effects of transportatifragtructure to economic development
are argued to be more interpretable in developingnties rather than developed
countries (Zhou, Yang, Xu and Liu, 2007).

The aim of this paper is to analyze the relatiomshetween the transportation
infrastructure and economic growth in Turkey foe tperiod 1970-2006. Empirical
analysis is carried through time series analys@ntegration tests with and without
structural breaks.

The rest of the paper is organized as followsst#®ond section provides the literature
survey, while the third section consists of datd arethodology and the fourth section
shows the empirical results. The last part condutie paper with interpretation of the
findings and policy implications.

2. LITERATURE SURVEY

The relationship between transportation infrastreetand economic growth has been
analyzed in many studies for regions, countries aadtinents by using production
function or cost function approaches. The theoaétitamework which argues that
improvements in transportation infrastructure hassitive effects on economic
development, is supported with many empirical ®sdvhere transportation infrastructure
is measured by highway lengths, railway lengtrengportation spending per capita and
transportation capital such as water and sewettrigigy and gas, hospitals and passenger
rail stations. These measures are selected acgaalithe observed area (local, county or
national). The improvement measures regarding enandevelopment are generally per
capita income, growth, investments (e. g. foreigrea investment, manufacturing
industry), manufacturing costs, productivity, amaderof return, output, employment, and
labor force. The evidence from empirical studiesvesy in general, a positive relationship
between transportation with all its components d&stment, infrastructure) and
development (productivity, economic growth, qualifyhere is a vast amount of literature
on the relationship between transportation inftadtre and economic development.
Therefore, Table Al shows some selected studieb wispect to infrastructure and
development measures, observed area, period aunllsrashile these studies are briefly
summarized below.

Most of the research dealing with the economicaoeféd transport infrastructures has
relied on the estimation of aggregated Cobb-Douglasiuction function The initial
novelty of including public capital as an inputpad) with labor and private capital, put
aside many of the econometric problems that hac ha@entified in the estimation of
production functions, both at the firm level or the aggregate. Therefore, in the first
generation of studies on the effect of public isfracture, the specification commonly
used is a Cobb-Douglas production function estichditg OLS, despite the well-known
econometric problems posed by this type of produactiinction estimation (Griliches and
Mairesse, 1998).
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Production function approach has been first usethbynost known researcher of that
topic, Aschauer, also the pioneer of the relatignshetween infrastructure and
development. Aschauer (1989) investigates the w®ffewf public capital on the
productivity of private sector. The results indeahat the elasticity of private sector
productivity with respect to public capital is pgt. Munnell (1990) also finds a positive
(elasticity of 0.35) relationship between transptioh investment and private sector
productivity. Munnell and Cook (1990) investigalte impact of highways on Gross State
Product (GSP) where they show that the elastidit$8P with respect to highways 0.06
on the positive side. Duffy-Deno and Eberts (19%igner (1991), Garcia-Mila and
McGuire (1992) and Moonmaw, et al. (1994) similadtain positive relationships
between transport infrastructure and per capitonme by using production function
approach.

Jones (1990), Mofidi and Stone (1990) and Reyneidd Maki (1990) study the
effects of highway spending per capita on thretediht development measures. Jones et
al (1990) consider employment, income and investmérereas Mofidi and Stone (1990)
takes manufacturing investments and employment astmunt and Reynolds and Maki
(1990) investigate new manufacturing plants. Rirst studies’ results are positive but the
latter one’s result is neutral. Singletary, et(4B95), Grihfield and Panggabean (1995),
Garcia-Mila, McGuire and Porter (1996) and Fernfl®99) show that increases in
highways raise manufacturing industry employmeuok moductivity growth.

Berndt and Hansson (1992), Lynde and Richmond (198&itz (1993), Nadiri and
Mamuneas (1994), Conrad and Seitz (1994) and Bb&t9886; 1998) use cost function
approach for the investigation of the relationshiptween transport measures and
development for Sweden, United Kingdom, West Gegmand USA. The common
finding of these studies is that the effects ofn$mort measures are cost reducing
elements.

Bougheas, Demetriades and Mamuneas (2000) alsmlinte infrastructure as a cost
reducing technology in their cross country studyd according to their approach,
transportation infrastructure cause specializatind long run growth. Infrastructure as a
technology which reduces costs in the productiomt&rmediate inputs has more impact
rather than as an input in the production of figabds. Bougheas, et al. (2000) argue that
variation across countries is an important critemwe to the lack of infrastructure in less
developed countries and abundance of infrastruatudeveloped countries.

Boopen (2006) and Zhou, Yang, Xu and Liu (2007)neire the growth impact of
transportation capital for developing countries Affica and China, respectively. The
former study uses a Cobb Douglass production fanctvhich regress total output on
labor, physical capital and transportation capitdle findings show that investment in
transportation capital is more productive than steent on average in Africa. The
second paper investigates China with regional metsge. The correlation matrix for
highways, growth and exports shows that highwaystantion has significant and
positive effect on economic growth. The study adtesses that the quality and the
quantity of transportation infrastructure is crliératerms of its contribution to economic
development.
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3. DATA AND METHODOLOGY

The data set for the analysis consists of threesp@he first part is infrastructure data
(highway lengths in km, railway lengths in km, shaof transport in fixed capital
investment) which is obtained from the Canning basg and Turkish State Railways
and General Directorate of Highways. The second pevor data (labor force) and the
third part, economic measurement data, (real GDRcagita), are obtained from OECD
database All of the data is annual and covers the peri®dQt2006.

In the light of the literature on the relationstiptween infrastructure and economic
growth, a Cobb-Douglass production function modeised as the econometric model for
this analysis:

GDP, = A, - HWF* - RRP2 . LFP= . T5P .y, (1)

where GDP is the per capita GDP, A is total fagiomductivity, HW is the highway
lengths in km, RRW is railway lengths in km, LF fke labor force, TS is the
transportation share in fixed capital investmerd &his the error term of the regression
equation. To estimate and interpret the coeffig@ntp,, Bz andp,, the natural logarithms
of both sides of the model is taken to get.

lgdp: = a; + Bilhw, + By lrry + Bsllf; + Bults: + u; (2)

In line with the theory, we expeft, B,, andp, to be positive. Increases in highways
and railways in length and investment in transgmmahelp the cost of production to fall
and lead to a rise in outp could be positive or negative depending on the yrtdty
of the labor force which depends on many factoch @1 education, human capital etc.

Time series analysis requires that the variablessttionary or not. For example, for
cointegration tests the variables should be notiesiay and integrated of the same order
because the tests may falsely give evidence oftemgriation if one or more of the
variables are stationary. The time series propedfehe variables are determined by the
use of ADF (Augmented Dickey-Fuller), Phillips-Ramrand KPSS unit root tests. We use
these three different tests to check the robustokte results. ADF is more efficient in
large samples whereas KPSS is in small samplesSK&® ADF tests should support
each other, if the fractional stationarity does exist. The rejection frequency of the ADF
test falls dramatically in the presence of a breathe cointegration vector (Gregory and
Hansen, 1996b). In addition, auto-regressive psdessuitable for ADF but moving
average process fits Philips- Perron (PP) unit testt

After the unit root tests, we conduct the Engle+@ex two-step cointegration test
which does not take structural breaks into accoline Engle-Granger test applies ADF
unit root test on the residuals of the equatiomwériables that are integrated of the same
order. If the residuals are stationary, then thdabées in question are cointegrated.
Johansen-Juselius cointegration test is also peédrto compare and add a new

! http://ww.hsph.harvard.edu/faculty/david-canning/
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dimension to the results of Engle-Granger two-steimtegration test. Johansen-Juselius
approach provide the possibility of multiple comation relationships. This test offers
trace and maximum Eigen-value statistics for thecten of the hypotheses.

As the data covers 37 years, the existence of tatalcbreaks should also be
investigated to make the analysis more robust. Zihet-Andrews unit root test takes the
structural breaks into account endogenously. Thisraot test has three models, which
are shown below:

Model A:y, = p* + 04DU(A) + B + @%y,—y + XK_ 640y, + &, (3)
Model B:y, = g® + 9°DT, (1) + BE + @By, + Tk ePAy,_; + &, (4)
Model C:y, = A€ + DU (1) + P DT, (1) + BE + @ ypq + X¥_1 Ay, + 6, (5)

Zivot-Andrews actually follow the Perron’'s ADF tesl strategy and use during
testing the unit root regression equations. THeied model unit root testing differs with
the exception oDTy is to increase in absolute value the magnitudtheft statistic for
testinga® = 1. According to model A for a one time change in tieel of the series,
which is called crash model by Perron, this modsedts the mean break, i.e the change
in the intercept of the trend function at breaketi Model B covers the change in the
slope of the trend function occurring at break timéich is called changing growth by
Perron, detecting the slope break. The last moddkt@cts changes in both mean and
slope at the break time. In these models, DU and @& dummy variables that
respectively capture a break in mean and sloperooguat the break time. The break
point is TB whereDU = 1if t > TB, and zero otherwise. DT is equal to—-TB), if
(t >TB) and zero otherwise. The null hypothesis is regctf the coefficient is
statistically significant. Each model is estimalgdordinary least squares (OLS) with the

break fractiom = TB/T. For each value of, the number of extra regressors, k is

determined using the model selection criterions Hred t-statistics for testing = 1is
computed.

Based on the results of this test, the long rumtiaiship between the relevant
variables is tested by the Gregory-Hansen cointiegraest. The null hypothesis of
Gregory-Hansen cointegration test is similar toEmgle-Granger test and the effect of an
unknown structural break year is included by thigees of models which are; shift in
intercept (model C as level shift), shift in trefrdodel C/T as level shift with trend) and
both trend and intercept shifts (model C/S as ameghift).

Standard cointegration model with trend and nocstinal break can be shown as:

Vie = U+ B+ aTy, + e, wheret = 1, ...,n; v, is (1) and e, is 1(0) (6)
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The motivation for this test is that there may leeasions in which the researcher
may wish to test that cointegration holds over sdfaiely long) period of time, but then
shifts to a new 'long-run’ relationship (Gregory atansen, 1996b). Gregory and Hansen
treat the timing of this shift as unknown. The gah&ind of structural change considered
in Gregory and Hansen (1996a) permits changeseirintiercepy: and/or changes to the
slope coefficients but not the trend coefficielft.

To model the structural change, they define therdymariable;

Per = 0,if t < [n] @)

Per = Lif t > [n1] ®)

where the unknown parametet(0,1) denotes the (relative) timing of the change point,
and [] denotes integer part. The level, level shith trend and regime shift alternatives
are:

Model C:yy; = py + o1 + @’ yy + e 9)
Model C/SZYH =+ Q1+ B+ Yo + @ Yo 0 + e (10)
Model C/T5Y1t = phy + Up@re + it + Bot@er + Vo + @3 Yo 0 + e (11)

In this caset, ,a, and B, are the intercept, slope coefficients and trendffiodent
respectively before the regime shift and a, and 8, are the corresponding coefficients
changes after the break. For eackthe above models are estimated by OLS, yieldieg t
residuals,. From these residuals, the ADF test statistics @uedPhillips’ (1987) test
statisticsZ, (1), Z,(t) are estimated, (t) or Z,(t) statistics are acquired at the breaking
point where the minimum ADF is found. Next, thelrhypothesis of no co-integration is
tested by using the smallest values of these statis the possible presence of breaks.

After Gregory-Hansen cointegration test, break geare used to estimate the
coefficients by Stock-Watson (1993) Dynamic OLS elod

Xf = Qg + alYt + alet + a3(D2th) + CZ4_AYt_1 + asAYt+1 + U (12)
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The dummy variables D1 and D2 are determined acugpreb the break years. As
there are four independent variables in this stthy, Stock-Watson Dynamic OLS model
becomes:

gdp: = ag + a hw, + a,D1; + a3(D2:hw,) + a,Ahw,_ + asAhw, + agrr;
+ a;(D3,1r1y) + aghrri_y + agArreq + aqgolf; + a1 (DALS)
+ apAlfi 1 + agzAlfiyg + agatse + ais(D5ets;) + agAts,
+ aq,AtSp 4 + Uy
(13)

4. EMPIRICAL RESULTS
4.1. Unit Root and Cointegration Testing without Structural Break

The results of unit root test (ADF, PP, and KP3S8)shown in Table 1. According to
the ADF and PP tests, all of the variables haveuieroot (i.e. integrated of order one, |
(1)), but KPSS test signals that the effect ofcdtmal breaks should be examined. For the
analysis without structural breaks, we conclud¢ allavariables are | (1).

Table 1: Unit-Root Tests

Unit Root Test lgdp [hw Irr If Lts
ADF -2,78* | 0,01** | -1,99* | -1,86* | -2,39*
PP -20,15 | -0,74* | -2,02** | -1,63*| -2,28*
KPSS 0,72* 0,45* 0,69** | 0,72** | 0,71*

Note: ", ™, and™ indicate the rejection of null hypothesis as etmiy at 10%, 5% and 1%
significance levels, respectively.

The long run relationship between real GDP pertaapiansportation measures and
labor force is tested with Engle-Granger (1987) step modeling where the results are
shown in Table 2. According to the first step, &@F test for the residuals (unit root test)
signals that the null hypothesis that the residbalge a unit root is rejected. This means
that there is no long run relationship betweenwuhagables. The possibility of spurious
results is ruled out as R-squared is less thai€Ctietegration Regression Durbin Watson
(CRDW). The possibility of cointegration in the prrun increases when CRDW is
greater than R-squared.

The second step is the error correction mecharkoM), where the first differences
of the variables and the residuals in period t-& scluded in the estimation. The
magnitude of the residua)_, is the derivation from long-run equilibrium in pedi (t-1).
The coefficient of residuals in period (t-1) is fmuto be -0,132, which indicates that the
ECM is working and there is a short run relatiopshetween the variables. All of the
independent variables have positive coefficienthwhly the share of transport in fixed
capital investment being statistically significant.
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Table 2: Engle-Granger 2-Step Cointegration Test

1 Step Regressor Coefficient T-Stat
Constant -12,146 -0,753
Irr 4,227 3,277
Ilhw 3,918 1,848*
If 3,071 11,443***
Its 0,327 2,938***
R?=0,984 and CRDW = 1,144
2" Step Regressor Coefficient T-Stat
Constant 0,054 5,143***
dirr 0,553 0,574
dihw 0,379 0,339
dilf 0,272 0,601
dits 0,224 3,511***
res(-1) -0,132 1,231
ADF: -3,72

Note:",”, and™ indicate the rejection of null hypothesis at 1®% and 1% significance levels,
respectively. Critical values are based on MacKin(®91) and at 5% significance level are -
4.413; models include constant and no trénd; the lag length used in the test for each sexies
number of lags are determined according to the A€ @ven in parenthesis.

After determining the appropriate lag length by #ealnformation Criterion (AIC)
and Schwarz Bayesian Criterion (SBC), Johansenilaseointegration procedure is
applied on the variables. Table 3 below reportgdiselts of this test.



Highway and railway infrastructure, real income ...

51

Table 3: Johansen-Juselius Cointegration Test

Trace Test
Null Alternative Stat
r=0 r-1 135,090***
r<1 r>2 79,126***
r<2 r>3 44,995**

Maximum Eigen-value Test

Null Alternative Stat

r=0 r>1 55,964 ***
r<1i r>2 34,131**
r<2 r>3 26,245

Note:”,™, and™ indicate the rejection of null hypothesis at 1®% and 1% significance levels,
respectively. List of the variables included in tbeintegrated vector igdp,lhw,lrr,lts and
intercept; and 37 observations from 1970 to 2006.

Maximum Eigen-value and trace test statistics teppe null hypothesis of no
cointegration at all significance levels. Johandeselius cointegration procedure suggests
three cointegrating vectors at 5% and 10%. Howawaimum eigenvalue test indicates
only one vector at 1%. This long run relationshipmalized forlgdp is estimated as:

lgdp = 19,591(lhw) — 51,239(lrr) + 3,174(Lf) + 3,35(Its)
(4.333) (-6.903)  (1.252) (7.686)

The t-values in parentheses show that except rgilerzgth all of the variables affect
real GDP per capita positively, with the exceptafrthe coefficient of labor force being
statistically insignificant.

4.2. Unit Root and Cointegration testing with Structural Break

To investigate the possibility of structural breakssot and Andrews (1992) test is
applied over the period 1970-2006. The results gmtesl in Table 4, reporting the
minimum t statistics and their corresponding bréiakes, confirm the results of the
previous tests that all series are 1(1). Break tsodoincide with the Military Coup years;
1980 for GDP per capita and 1982 for highways. Faitways, labor force and
transportation share in fixed capital investmemeak points are 1988, 1993 and 1994,
respectively which seem to coincide with the ecoicarisis.
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Table 4: Zivot-Andrews Unit Root Test

lgdp lhw Irr f Lts
Break Year 1980 1982 1988 1993 1994
-0,39 -0,61 -0,58 -0,84 -1,28**
Y (t-1)
(-3,14) (-4,43) (-3,76) (-4,61) (-5,05)
0,04 0,001 0,001 0,014 0,028
t
(2,72) (1,72) (2,56) (4,65) (4,64)
B() -0,08 | 0,036*** 0,003 | -0,08*** | -0,49**
t
(-1,61) (6,45) (0,49) (-5,56) (-5,12)
DY) 0,03 -0,02 -0,01 0,04 -0,01
t
(0,99) (-4,79) (-1,67) (3,11) (-0,07)
-0,02 0,001 0,0001 -0,005 -0,015
DT(t)
(-2,25) (1,59) (0,2) (-4,34) | (-1,93)
k 0 0 0 4 4

Note:",”, and™ indicate the rejection of null hypothesis at 1®% and 1% significance levels,
respectively. Critical values at 1%, 5% and 10% ificance level are -5.57, -5.08 and —4.82
respectively (Zivot and Andrews, 1992), k is thg langth used in the test for each series and
selected criteria based on AIC, t statistics ofrtated coefficients are given in parenthesis.

Gregory and Hansen (1996) extended the Engle-Granggegration test to allow for
breaks in either just the intercept or both thercegpt and trend of the cointegrating
relationship at an unknown time. As stated by Grggmd Hansen (1996), their testing
procedure is of special value when the null hypsighef no cointegration is not rejected
by the conventional tests. The results of this {€able 5) shows that for all models there
is evidence of a cointegration with the exceptioa tesults of ;.
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Table 5: Gregory-Hansen Cointegration test

Break . Break . Break
Model ADF Year Ze Year Za Year
C -7,911%* 1982 -14,596*** 1985 | -59,221 1997

CIT -8, 7777 | 1994 | -16,117** | 1994 | -59,255 1981

C/s -8,043** | 1987 | -14,491** | 1985| -59,251 199§

Critical -6,840 -88,471
Value

Note:”,™, and™ indicate the rejection of null hypothesis at 1% and 1% significance levels,
respectively. Critical values for ADF adg at 5% significance level is -6.84, and fyis -88.47
respectively (Gregory and Hansen, 1996).

We then proceed to Stock and Watson Dynamic OLSefrgftbwn in (13) to estimate
the coefficients of cointegrated variables. Théngstion results are presented in Table 6.
It can be seen that highway length and labor fdnes a negative and significant
relationship with income while railway length affedt positively but the coefficient is
not statistically significant. The coefficient dfe share of transportation in fixed capital
investment is both positive and significant as expe.

Table 6: Stock-Watson Dynamic OLS model

ay a3 473 az %10 11 A14 X5

Coeff. -2,38 5,75 0,397 -12,96 -0,27 1,37 0,29 -0,12

T-stat | -2,184** | 1,413| 0,303 -3,965**% -0,57( 1,827 3,286*** | -0,787

Note: The numbers in parentheses are the t-statistichéor*, ** and *** denotes the rejection of
null that the corresponding coefficients are zerb0&b, 5% and 1% significance levels respectively.
Dummy variables are as follows b4 0 up to 1982 and 1 thereafter, and, D&, D4, and D5 are 0

up to 1994 and 1 thereafter.

4.3. Overall Results

When the empirical results from cointegration asslywithout and with a structural
break are considered, we see that the effectsgbfndy length, railway length and labor
force on real GDP per capita are contradictory.e Tésults are summarized in Table 7.
The effect of share of transportation in fixed talpinvestment is positive and significant
all through.
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Table 7: Overall results

Cointegration Test C0|r1tegrat|on Test
Without Structural Break With Structural
Variables Break
Engle-Granger | Johansen Stock-Watson
Test Test DOLS Model
Highway length + + -
Railway length + ~ +
Labor force + + -
Share of transportation
in fixed capital + + +
investment

" indicates statistical significance.

5. CONCLUSION

This paper analyzes the relationship between thesportation infrastructure and
economic growth in Turkey for the period 1970-20060rder to determine the features
of this relationship, cointegration tests with awidthout structural breaks are applied
through time series dimension. The results obtaineut Engle-Granger, Johansen-
Juselius, Gregory-Hansen and Stock-Watson procedsltew that while the effects of
highway length, railway length and labor force ealrincome per capita vary across tests
with respect to sign and statistical significanttes effect ofshare of transportation in
fixed capital investment is positive and significant for all tests.

These results can be interpreted as follows. Theuaimand type of investment in
transportation rather than length of infrastruct(irigghways and railways), is crucial for
increasing real GDP per capita. As an example, ipublivestment on highway
infrastructure in Turkey was on average 2.36 %hefdovernment budget for 1970-2005.
Highway length in kilometers increased from 59,B@s in 1970 to 61,000 kms in 2005
(Kustepeli, Gulcan, Akgiingér, 2008). The effects ofnsgortation on real economic
activities in manufacturing and service based sedbave visible benefits such as time
consumption in shipping of both raw materials, sémshed goods and produced goods.
In that sense, private and public policies towaathgportation infrastructure should target
investments and improvements in the quality andhtjtyeof transportation.

More generally, the results indicate that thera {positive) relationship between the
transportation infrastructure and real GDP per teapg¥lodels designed to assess this
relationship should be formed in a scrutinized neanim terms of economic theory,
econometric and empirical tools.
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Future research should be directed at explainangsportation infrastructure effects on
different measures more directly related to updtedissues such as innovation
performance, social network analysis, and onlinenemic activities. Regional and
national properties such as geographical charatitesj information systems play an
important role and thus should be taken into actoApplying econometric methodology
with cross-section dimension could supply more camaple results for policy
implications; however this would only be possibldhemever statistical institutions
produce consistent time series data across cosintrie
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INFRASTRUKTURA DROGOWA | KOLEJOWA,
DOCHOD REALNY | ZMIANY STRUKTURALNE

Systemy infrastruktury wptywajna rozwdj gospodarczy bezpednio lub pérednio, w
zaleznosci od ich struktury, rodzaju, jakai i ilosci. Infrastruktura transportowa jest jednym
Z najwaniejszych typow systemoéw infrastrukturalnych, gggj poprawa przynosi zaréwno
materialne i niematerialne kormy dla gospodarki, takie jak oliminie kosztéw, jak
rowniez zwigkszenie wydajnéci. Dlatego inwestycje w infrastrukizitransportu s wazne,

a to przyczynia i do rozwoju gospodarczego, bezmminio poprzez obnenie kosztow
transportu oraz ufatwienie handlu. Wszystkie sektarstugi swiadczonych przez
infrastruktue transportow s podstaw dziatalngci gospodarczej ze wazglu na
zwiekszory mobilnaé¢ towaréw i ustug. Zatem cala gospodarka jest azana z
transportem, a relacja pogdzy infrastruktug transportow i wzrostem gospodarczym
zostala przeanalizowana w wielu badaniach za pem@oych podej¢ metodologicznych.
Celem tej publikacji jest analiza zatesci wystgpujacych midzy infrastruktug transportu
a wzrostem gospodarczym w Turcji ha przestrzenil@f0-2006. Analiza empiryczna
przeprowadzona w oparciu o testy adaptacyjne wdn@aca zar6wno zmiany
strukturalne jak i ich brak dowodzi; ha diesz met wplyw realnego dochodu, diugm
drég publicznych, linii kolejowych i sity roboczey kontekcie rzeczywistych dochodéw
zmienia s¢ w obrbie r&nych testow w zalaosci od rodzaju wskanikdw i ich znaczenia.
Jednake, zalenos¢ pomidzy udzialem transportu w ustalonych inwestycjach
kapitatowych a dochodem realnym jest korzystnaaiczita dla wszystkich wspomnianych
testow. Wynika z tegae zaréwno prywatny jak i publiczny sektor infragtury transportu
powinien obiera za gtéwny cel inwestycje oraz poprajekaosci przewozu a nie jego 0.

Stowa kluczowe: Infrastruktura drogowa, infrastruktura kolejowajnkcja Cobb-
Douglasa, testy kointegracyjne, zmiany strukturalnevestycje transportowe, klasyfikacje
Jel: C54, E23, H54, L92
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THE COMPARATIVE ANALYSIS OF THE COMPANIES
FROM THE TSL SECTOR OPERATING
IN POLAND AND SLOVAKIA

The article presents a comparative analysis ofcthrapanies operating in Transport-
Shipping-Logistics sector in Poland and Slovakighe Tstatistical analyses included
examination of logistic companies taking into cdesation the size of the company, the
type of business and its character. In partictlere had been presented a characteristic of
the structure of logistic companies in Poland &halvakia in terms of the region of the
business, the business branch, its legal form hedize of the company. With the use of
statistical methods, on the basis of the seledtehéial rates the comparison of financial
condition of the companies operating in the TSlt@ein Poland and Slovakia in the period
of 2009-2012 had been made.

For the companies operating in Slovakia, thankapplying the taxonomic methods,
comparative examinations had been made in ordesdlate the accumulation of the
companies similar to each other in terms of thecel rates describing their economic and
financial condition. The rates characterizing thearicial condition of the companies
included the following groups of rates: liquidityegscribing the liquidity of the companies),
debt (the companies proclivity for repaying theabllities), profitability (describing the
companies proclivity for generating profits), thieilidy to act (describing the ability and
efficiency of managing the company) and other ratescribing the capital structure of
companies and the effect of the financial leverage.

On the basis of the selected rates and applying ntkethods of multidimensional
comparative statistics (the ranking method — lineatering) with the use of generalized
measure of distance GDM the examination of the iranlkf the TSL sector companies
operating in Slovakia in 2011 had been made. Tiayais of the determined rankings
allowed to distinguish the best companies in teohgheir financial condition and the
potential companies at risk of bankruptcy. The nagkesults, as far as Slovak companies
are concerned, had been referred to clusters opanims with similar financial conditions
designed using taxonomic methods. The comparisoramfings within the clusters had
been examined according to the size of the survegedpanies. The achieved results had
been shown in the form of practical conclusions.

Keywords: TSL sector, comparative analysis, statistical asigJyaxonomic methods.
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1. INTRODUCTION

The sector associated with logistics operatioruisently a very rapidly growing type
of the business activity. The purpose of the artislto compare the logistics companies in
Poland and Slovakia. The companies had undergotteoraugh multilevel statistical
analysis in terms of selected aspects of theivisiet in the logistics market. The essence
of the analysis was to compare the structure aPalnd Slovak companies, and the next
step of analysis was to extract the important diatjn variables diversifying the
companies in terms of economic and financial sibmathrough the factor analysis
method. For companies operating in Slovakia bygisamonomic methods there had been
extracted the clusters of similar companies in seohselected rates and they had been
ranked using a generalized measure of distance GBNImilar analysis had not been
made as far as Polish companies are concernedudeead a very large number of
surveyed companies (over 3000) and appearing threrdifficulties with the presentation
of the results in this study. Multi-criteria comptve analysis of Polish companies is the
subject of further investigation and the resultd ¥ presented in subsequent articles.
Data for the study was taken from the DatabaseMifSHEmarging Markets Information
Servicef. To carry out the research the program of SiedislO PL as well as EXCEL
spreadsheet had been used.

2. THE CHARACTERISTICS OF THE TSL SECTOR COMPANIES IN POLAND
AND SLOVAKIA

In Poland in the TSL sector the operating activitys led by 3602 companies. The
majority of the companies had their legal addrasglasovian Voivodeship (21%). Every
tenth company operates in Pomeranian Voivodestpojl Greater Poland Voivodeship
(11%) and Silesian Voivodeship (10%). The smallaginber of companies from TSL
sector operates in Warmian-Masuri@wjctokrzyskie and Podlaskie Voivodeship (2% each).

3 http://www.securities.com
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Fig. 1. Place of doing business of the surveyedpaomes in Poland
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In the area of Slovakia the operating activityes by 190 companies. The highest
percentage of companies has their legal addrefizeimBratislava Region 36%. A large
percentage also operates in the Trnava Region (&B%)n the Zilina Region (12%). The
smallest percentage of TSL sector companies opeiatihe Presov Region (6%) and in
the Trencin Region (7% each).

Fig. 2. Place of doing business of the surveyedpames in Slovakia
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TSL sector shows a significant variation in the etypf business activity in the

surveyed countries p< (p=0,0000). In Poland (fig. 3), the largest petaga of
companies operates in the road transport of goadf), the second largest services are
the backup services — such activity is led by eviiith company. About 12% of the
surveyed companies operates in the passengerrtargport.
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Every third company operating in TSL sector in @lka (fig. 3) is engaged in the
road transport of goods (35%). In the passengat teemsport operates approximately
23% and 15% is engaged in warehousing and stofatggge percentage, which is about
10% are the companies dealing with courier shippimg) postal services.

Companies from TSL sector in Poland and Slovakif@in a statistically significant
way because of the legal form @p<p=0,0000). Both in Poland and Slovakia most
companies operate as Limited Liability Company.(#y although a higher percentage of
companies is located in Poland (76%) — whereaddmnaRia 64%. Huge differences had
been recorded in other categories. As a PublicteinCompany in Poland operates only
5% of companies and as far as Slovakia is conceineancerns every third company.

Fig. 3. Branches in which the companies of TSL semperate in Poland and Slovakia
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As Other non-liability limited in Poland operatesegy fifth company and in Slovakia
it concerns only 2% of the surveyed companied?dtand, on the stock exchange there
are listed 16 companies operating in TSL sectored®in Slovakia only two.
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Fig. 4. Legal form of the surveyed companies of B8ttor in Poland and Slovakia
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The companies had been divided into small, medindhlarge ones on the basis of the
size of the total assets of the company balancet sfwanpiled at the end of the financial
year. If the sum of the assets did not exceeded Hbty the equivalent of 10 million of
Euros, the company was classified as a small anthel case when the sum of assets was
in the range from 10 to 43 million of Euros, themmany was classified as a medium one.
Other companies whose sum of assets exceeded #8nnaf Euros was defined as a
large’ one. The structure of the size of companies isvatia figure 5.

Fig. 5. The size of the surveyed companies of T&ita in Poland and Slovakia
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4 Centre for Strategy & Evaluation Services, FinapBrt: Evaluation of the SME DefinifigiCentre of Strategy
& Evaluation Services, Sevenoaks, Kent 2012, Whép:éuropa.eu/enterprise/policies/smeffiles/studies
executive-summary-evaluation-sme-definition_en.pdf5.
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As far as the size is concerned, the structurd@ftbmpanies also varies statistically
in a significant way in the surveyed countriesapf=0,0000). Both in Poland and
Slovakia, the largest percentage represents thé sorapanies. However, their interest
varies from 76% in Slovakia to 93% in Poland.

Table 1. Percentage distribution of the size of sheveyed companies divided into branches in
which they operate in the TSL in Poland and Slowaki

Poland Slovakia
small | medium | large | small | medium | large
Road transport of goods 97% 3% 0% 93% 5% 2%
Backup services 90% 6% 3% 58P0 8% 33%
Warehousing and storage 85% 13% 2% 1% 11% 11%
Water transport 90% 6% 4% 0% 0% 100%
Passenger land transport 91% 6% 3% 69% 21% 4%
Air transport 80% 14% 6% 0% 0% 0%
Courier, shipping and postal serviges3% 8% 20%| 73% 13% 13%
Rail transport 65% 17% 18% 63% 0% 38%
Transport via pipelines 0% 0% 100%0% 0% 1009

There had been examined the structure of the $itgeccompanies operating in TSL
sector taking into consideration the division oé ttype of their activity (table 1). In
Poland as well as in Slovakia, the differencesstatistically significant pe (p=0,00000).

3. THE SELECTION OF DIAGNOSTIC VARIABLES WITH THE USAG E OF
FACTOR ANALYSIS

To analyze the condition of TSL sector companies,financial data published by the
company only from 2011 had been used. The numb#reo€ompanies which published
their reports in 2011 in Poland is 2294 and in Skoa 43.

Table 2. Results of factor analysis — factor loagingyarimax method - normalized (indicated
loadings are > 0.7)

Variable Factor| Facton Factgr Factqr Factpr  Factor
1 2 3 4 5 6
X1 — Current liquidity ratio 0,9450( 0,0698| 0,0142| 0,1677| 0,0484 0,038y
X2 — Quick liquidity ratio 0,9464| 0,0671| 0,0146| 0,1634| 0,0458 0,0394
X4 — Liquidity ratio (foreclosure) 0,9297| 0,0477| -0,035] -0,0516]| -0,0054| -0,0430
X5 — Cash liquidity ratio 0,8698| 0,0465| -0,039] -0,0832| -0,0126| -0,0489
X3 — Working capital / Assets liquidity ratio 0,1350,8414| 0,0956/ -0,0340| 0,2839| 0,1382
X12 — The debt ratio of assets -0,07%,850( 0,0064| 0,0138| -0,400% 0,0364
X18 — Debt leverage to total assets -0,026,953| 0,0361| -0,0023| 0,1401| 0,0523
X19 — Assets structure ratio: Equity / Total assets | 0,0261| 0,9535| -0,035| 0,0019| -0,1417 -0,0505
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X11 — Debt equity —0,03&) 0,0081,9528| 0,0169| 0,0062 -0,1499
X17- Financial leverage -0,029 0,00[6,9529| 0,0148| 0,0058 -0,1771
X14 — Efficiency: Receivables turnover [days] 0,9970,002 | 0,0534 0,7821| 0,0188| 0,0805
X6 — Return on assets (ROA) 0,05240,047| 0,1370| -0,142 | 0,8091 | 0,2559
X7 — Return on equity (ROE) -0,038 0,007 -0,248,0301| 0,0712 0,7568
X8 - Profitability — Return on capital -0,037  0,021-0,176| 0,0315| 0,0423 0,7719
X9 — Yields: Return on sales (ROS) -0,049 0,036 1650 -0,676 | 0,0671 0,0534
X13 — Debt ratio: Gross profit / Short-term liabds | 0,3242 0,021 | 0,0606 -0,406 | 0,2245 0,1394
X15 - Efficiency — Assets turnover [days] -0,046 ,201| 0,1241| -0,151| -0,693| 0,243¢
X16 - Efficiency — Inventory turnover [days] -0,0170,011 | 0,0076 0,3862| 0,0701 0,0359
X20 — Assets structure ratio: Fixed assets / Tasaktg -0,162| 0,076| -0,284 0,0555| 0,3490 -0,4888
Variance explained 3,6179 3,318 | 2,0441 1,4983| 1,6101 1,6492
Percentage 0,1904| 0,174 | 0,107¢ 0,0789| 0,0847 0,0868

The rates of profitability, efficiency, liquiditgebt and financial leverage had been the
subject of analysis. Because of the variety andrgel set of rates, in order to select the
variables, the factor analysis had been chosen.

The factor analysis enables the elimination of datsich contains only the marginal
information and of less importance for the phenoome study, and often allows to
correlate huge amounts of information in the forfra éew synthetic variables.

After the analysis, seven factors had been isoldtedwhich the proportion of
explained variance was about 72%. In order to bdlee appropriate set of rates to
characterize the financial condition of the TSktee companies, for the created factors
there had been carried out the analysis of reifgitsihd thea-Cronbach’s coefficient had
been reckoned. In the case wheredf@ronbach’s coefficient was high (over 70%), from
the pair of variables only one had been isolatethbige their accuracy and the reliability
of carried information was very high. If the factnsisted of only one variable, it had
been automatically introduced into the study.

Table 3. The values of Cronbach‘$actor for the developed factors

Diagnostic variable a-Cronbach

X1 — Current liquidity ratio

X2 — Quick liquidity ratio

0,95
X4 — Liquidity ratio (foreclosure)
X5 — Cash liquidity ratio
X3 — Working capital to Assets liquidity ratio
X12 — The debt ratio of assets -0,94

X18 — Debt leverage to assets

X19 — Assets structure ratio: Equity to Total Asset

X11 — Debt equity 0,99
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X17- Financial leverage

X7 — Return on equity (ROE)

0,73

X8 - Profitability — Return on capital

Table 4. The final set of variables adopted toythé financial condition of companies operating in
the TSL in Poland and Slovakia

Diagnostic variable Financial ratios Group of fioeah ratios
X1 Current liquidity ratio Liquidity
X6 Return on assets (ROA) Profitability
X7 Return on equity (ROE)
X14 Receivables turnover [days] Efficiency
X17 Financial leverage Leverage
X18 Debt leverage to total assets Debts

For the first and the second factor there was & éadditional correlation analysis
because they contained the four variables. The megsesentative feature for the first
factor was the current ratio (X— the high value of the correlation coefficienthwall
variables and for the second the debt leveraget&d assets (). From the third factor
the financial leverage () and from the sixth the return on equity — ROE)(X he final
set of diagnostic variables has the form presentd@ble 4.

For the selected diagnostic variables the basicritive statistics were calculated,
with the division of the country in which the suyeel companies operate (table 5).

Table 5. Basic descriptive statistics of selectedjaostic variables

Coefficient
P — Poland, S — Slovakia Mean Min Max 5;323;? Var(i)afltion Kurtosis
(V2)

X1 - Current liquidity ratio (P) 310,38 0,0 20828,842,0 303,1 185,1
X1 - Current liquidity ratio (S) 191,5| 12,2 1400,0| 218,5 114,1 22,7
X6 - Return on assets (ROA) (P) 24 -900,0 | 1050,0{ 48,3 1984.,6 185,2
X6 - Return on assets (ROA) (S) 2,3 -37, 33,3 12,2 | 533,4 4,2
X7 - Return on equity (ROE) (P) 24,2 | -7963,§ 6900,0 | 404,1 1666,6 212,0
X7 - Return on equity (ROE) (S) 10,3 -100 133, 938, 378,9 38
X14 - Receivables turnover [days] (P) | 122,9| 0,0 28461,2803,5 653,7 788,2
X14 - Receivables turnover [days] (S) 570 0,0 €29, 26,3 45,4 0,4
X17- Financial leverage (P) 419/8 -52790 5358%8a56,0 823,2 146,7
X17- Financial leverage (S) 339,1| -544,1| 1505,8 319,4 94,2 59
X18 - Debt leverage to total assets (P) 75,4 05| 502 | 169,3 2247 794,6
X18 - Debt leverage to total assets (S) | 59,8 | 2,0 100,0 24,0 40,1 -0,1
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Current Ratio — states how many times the current assets cheerurrent liabilities.
The optimum value of the ratio is in the range 0% - 220%. The high value which is
greater than 2 may indicate an excessive freeZicgmtal in current assets. If the ratio is
too low, it may indicate some problems connecteth vthe repayment of current
liabilities. For Polish companies the average vabfe this ratio was very high,
(approximately about 311 %), which indicates anessose freezing of capital in current
assets. For Slovak companies, the ratio has thenalpsize (191%). The situation
improves median which for both Polish and Slovakipanies is at the level of about
133%. Larger differences in the size of currenbrit observed in Polish companies as it
is evidenced by the larger standard deviation (942%d the coefficient of variation
(303%).

Return on assets ROAwhich is the rate of return on assets, is a measfiprofit
attributable to total assets. It informs aboutpbesibility to achieve profits and efficiency
as far as the management of property is conceifteel higher the rate, the better for the
company because it indicates a higher level ofnfirel condition of a company. It also
presents the return of all assets of the compamglation to the earned profits. The rate
indicates how many cents of net profit is generditgd single penny of invested assets.
For the companies operating in Poland ROE assuigberhvalues. The higher are both
the average (2,4) as well as the median (3,9). Mewes to the Slovak companies we
can observe a greater uniformity of profitabilitpwer values are in the case of the
standard deviation (12) and the coefficient of aton (533).

Return on equity ROE — the return on equity — meaning how much of ttaipthe
company was able to save from the contributed gqiite higher the rate, the more
favorable the situation of the company is. The aiggfficiency of equity implies the
possibility of gaining a higher financial surpldsgher dividends). This indicates to what
extent the company multiplies the resources ermdubl the owners which is a measure
of shareholders profits. The rate shows how mudiitpivas obtained from contributed
equity® Companies operating in Poland have on averagghehieturn on equity (24),
the higher is also the median (14). The differdittiain the size of the surveyed rate is
also higher.

Efficiency — receivables turnover [days} informs about the efficiency of receivables
to generate revenue. It shows how many times ¢nveyear the company reconstructed its
receivables, or how many turnover cycles of reddes took place during the financial
year. There is no reference value of this ratatbigize should be as large as possible. The
increase in the number of cycles (the rate) froar ye year provides a better management
of receivables. The decrease in the value of the (the decrease in rotation cycle)
reduces the company’s ability to settle its lidlgh on time because its liquidity falls as
well. The rate obtains larger values for compawiesrating in Poland (about 123 days),
however the medians both for Polish and Slovak @onigs are at a similar level (about
58 days). In the case of companies operating inaKia, there is a less variation in the
turnover rate, as the standard deviation (130)dayd the coefficient of variation (45%)
are less than in Poland.

® M. Sierphska, D. Wdzki, Zarzdzanie ptynnécig finansow w przedsibiorstwie Wydawnictwo PWN,
Warszawa 1997.
®J. C., Ritchie,Analiza fundamentalhaVIG PRESS, Warszawa 1997, p. 214 -215.
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The rate of financial leverage- the higher its value, the greater degree of ntakse
of foreign capital and the greater risk of burdgnthe activity. The average value of
financial leverage indicates that Polish compaaiesmore often make use of the foreign
capital (420 to 339), but taking into account tlhdue of the median, it turns out that more
companies in Slovakia have a higher level of fimainteverage (277 to 200). Much
greater diversity of financial leverage is obserweithin the operating area of Polish
companies.

Debt leverage to total assetge., the rate of debt — it shows in the easiexy the
degree of financing the companies from the foreigarces without the distinction of their
origin. It can be assumed that the proper levehisfrate should be between 0,57 a 0,67.
On the basis of the average value, the optimall leakes the rates of the companies
operating in Slovakia. The medians of the two ratde the optimal values, but the
greater variation had been observed in companiesatipg in Poland.

Fig. 6. Chart of medium-sized diagnostic featuresptetl to study the condition of the
companies operating in the TSL sector in PolandSladakia
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4. THE COMPARATIVE ANALYSIS OF THE CONDITION OF THE
COMPANIES OPERATING IN THE TSL SECTOR IN POLAND AND
SLOVAKIA

It had been examined whether there are the diffe®im the level of selected rates in
the division on the country in which the comparoesrate, the type of business they run

" M. Sierphska, T. JachnaQcena przedsbiorstwa wediug standardéwwiatowych, Wydawnictwo PWN,
Warszawa 2004.
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and the size of the individual companies from T®ttsf. To identify the differences
nonparametric tests of U Mann — Whitney and ANOKW®iskal — Wallis had been used.
The tests were conducted at a significance lev8|05.

Table 6. Results of the U-Mann-Whitney and ANOVA Bkal-Wallis tests, selected indicators by
country of establishment, type of activity and $iee of the company

Variables Financial ratios Country  Type of activitfCompany size
X1 Current liquidity ratio 0,7060 0,0000%** 0,6300
X6 Return on assets (ROA) 0,0144* 0,0000%** 0,1879
X7 Return on equity (ROE) 0,0004*** | 0,0000%*** 0,0008***
X14 Receivables turnover [days] 0,6372 | 0,0000%** 0,6750
X17 Financial leverage 0,0348* 0,0016** 0,1328
X18 Debt leverage to total assgts 0,8639| 0,0001* 0,0000**

Analyses show that the country, in which the suedeycompanies operate,
differentiate the level of ROA (pg p=0,0144, ROE px (p=0,0004), and the financial
leverage ps (p=0,0348). The differences in these rates had Beaistically significant.
The median of ROA rate in Poland was higher anduanteal about 4, whereas in Slovakia
it was at the level of 0. The higher the rate,libeter financial condition of the company.
The ROE rate also assumes higher values in theafasempanies operating in Poland
(Mep=14,3, Me=0,0). The median of financial leverage is higheroag the companies
operating in Slovakia. In Poland there is a widgateon in the level of financial leverage
in the surveyed companies.

Fig. 7. Box-plot of indicators which significantfféirentiate surveyed companies

Box-plot: Median; Quartile: 25%-75%; Non-outliers range
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The branch in which the individual companies of fh8L sector operate has a
significant impact on the level of all surveyedeatThe current ratio assumes the optimal
values in the courier, shipping and postal seryie@s the smallest is in the passenger

8 R. Szostek,Metodologia bada statystycznych Zeszyty Naukowe Politechniki Rzeszowskiej nr 272,
Zarzmdzanie i Marketing, z. 17(4), Rzeszéw 2010, pp.-189.
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land transport. The return on assets, equity aadtficiency receivables turnover are the
highest in the courier, shipping and postal ses/@ed the smallest in the passenger land
transport.

Fig. 8. Return on equity by type of business inTB& sector companies
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The most frequently the foreign capital is usedh®/companies operating in the road
transport of goods and the least frequently thes aperating in air transport. The size of
the company varies the results of two rates: th&rmeon equity and the debt leverage to
total assets.

Fig. 9. Return on equity and leverage ratio of delatssets by company size
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The rates behave similarly in both cases. The gseatifference in the two rates is
present in small companies and the largest compani the most uniform. It had been
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examined whether there are some statistically fiogmit differences in the size of the
achieved rates in Polish and Slovak companiesriows branches. The test showed three
statistically important differences.

Table 7. Results of the U Mann - Whitney test. Corigpar of indicators in Poland and Slovakia in
particular sectors of activity

X1 X6 X7 X14 X17 X18
Road transport of goods 0,18p9,0508| 0,0157*| 0,3183 | 0,1431] 0,6816
Warehousing and storage 0,75419878| 0,8907| 0,9331|0,0176*|0,2555
Passenger land transport 0,19684942| 0,9572|0,0097*| 0,1385| 0,1604
Courier, shipping and postal serviggs9793| 0,551 | 0,7755 0,6223 0,5169 0,7361
Rail transport 0,66760,2157| 0,1498| 0,1976| 0,9798 0,8596

In the group of companies operating in road trartspbgoods there had been noted
the differences in the level of ROE p€p=0,0157). For companies operating in Poland
the median is about 17 and for Slovak companiethatlevel of 0. In the branch of
warehousing and storage the differences occurredthan financial leverage p<
(p=0,0176). The median adopted higher values fercbmpanies operating in Slovakia
(280) — in Poland (186). The final difference appeéain the passenger land transport
branch pw (p=0,0097) in the level of efficiency - receivalilenover [days]. In this case,
the median takes greater values for the compamiesating in Slovakia. Other rates were
at the similar levels in the surveyed branchesalafd and Slovakia.

Fig. 10. Box-plot. Efficiency ratio-receivables toxer of companies operating in land
passenger transport in Poland and Slovakia in 2011
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It had been examined whether the size of the coynpdfiects the level of received
rates in Poland and Slovakia. The most varied heerates in small companies. The
differences were observed in the case gfXhe return on equity ROE p<p=0,0287)
and X7 — the financial leverage p<{p=0,0116).

Table 8. Test Results of U Mann — Whitney. Comparigbimdicators in Poland and Slovakia by
the size of the company

X1 X6 X7 X14 X17 X18

small | 0,1675| 0,0886| 0,0287*| 0,7363| 0,0116*| 0,2054

medium | 0,7899| 0,1527| 0,0612| 0,4707 0,1528| 0,135

large |0,2368| 0,7948| 0,3347| 0,4968 0,0950| 0,3021

In small companies, the return on equity ROE assumgher values in Poland (23) to
13 and the median is also higher in Poland (15).t®he financial leverage reaches the
higher values in Slovak companies on average 44®8and in the case of median 305
to 200.

Fig. 11. Box-plot of indicators showing differendassmall companies operating in Poland
and Slovakia
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Medium and large companies operating in Poland &halakia do not show
significant differences in the levels of surveyatks. It had been examined whether there
are the differences in the levels of the rates dompanies operating in Poland and
Slovakia in terms of the type of activity and tlieesof the company.
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Table 9. The results of ANOVA Kruskal — Walllis teselected indexes by type of activity and the
size of the company calculated separately for caiesaoperating in Poland and

Slovakia
-~ Financial Poland Slovakia
Variables| oo Type of Company Type of Company
activity” size activity? size
X1 Current 0,0000*** 0,4450 0,3155 0,2811
liquidity ratio
X6 Return on 0,0000%** 0,3462 0,0320* 0,7416
assets (ROA)
X7 Return on 0,0000*** 0,0067** 0,0542 0,7607
equity (ROE)
X14 Receivables | 0,0000%** 0,5830 0,1321 0,7909
turnover
X17 Financial 0,0016** 0,1875 0,2173 0,0122*
leverage
X18 %ef’;t'aﬁ‘gggé 0,0007** | 0,0000** 0,1833 0,0026**

1) In the group of Polish companies in the analysis tompanies in the group transport via pipelines (3
companies) were omitted

2) In Slovakia there were omitted companies in theugref pipeline transport, water transport and
transportation support services (no companies @ittdustry or only one company in the group)

In the group of companies doing the business #gtivi Poland, the branch has a
significant influence on the level of all surveyedes so on the overall financial condition
of the companies operating in TSL sector.

The current ratio assumes the highest values inctirapanies operating in air
transport (1379) and the lowest in the case of @mgs operating in the passenger land
transport (210) where there is the highest divereit results ¢=3018). The highest
median is in the transport via pipelines (526) d@he smallest in the passenger land
transport (99).

The return on assets reaches the highest valudéleirair transport (18) and the
smallest concerns the passenger land transportTHe) differentiation is the highest in
the branch of backup services (61) and the mostasimesults of ROA rate are in the
branch of the transport via pipelines (4). The bigjhvalues of median are observed in the
courier, shipping and postal services (10) andsthallest in the passenger land transport
(-0,6).
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Fig. 12. Graph of average values of ROA of compawiesrating in the sector TSL by
activity in Poland
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The return on equity ROE on average, had the higher level in the air trarts{214)
and the smallest was observed in the passengetriamsport (-39). The most diversified
branch as far as the return on equity is concerisethe air transporto£1025) and the
most uniform one is the transport via pipelines{). The median reaches the highest
values in the courier, shipping and postal servi@t and the lowest in the passenger
land transport (0,5).

The efficiency — receivable turnover [days] rat¢his highest in the warehousing and
storage branch (193) and the lowest in the tramspiar pipeline (31). The greatest
diversity presents the companies from the roadsfrart of goods branch (976) and the
lowest the transport via pipeline (10). The greateslues of median concern the
companies from the branch of the courier, shippamgl postal services (64) and the
smallest ones are in the passenger land trangiort (

As to the financial leverage rate, its values dne greatest in the branch of
warehousing and storage (705) and these compapessent the highest diversity in the
level of rates (4454). The lowest values of theafficial leverage rate are in the air
transport (-353) and the most uniform group is h@nch of the transport via pipelines
(11). The median of the financial leverage has highest values in the case of road
transport of goods (215) and the lowest in theraimsport (115).

Air transport is characterized by the highest ayeraf the debt leverage to total assets
(130) and it this branch there is also the higlibsersity of results (273). The lowest
values of debt leverage to total assets was redard¢he transport via pipeline branch
(16) where there is also the smallest diversitthim level of debt leverage to total assets
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(12). The median is the highest in the air transg6b) and the smallest level was
recorded for the transport via pipeline (15).

The size of the company in Polandhas an influence on the level of two rates:—X
the return on equity (p=0,0076), angsX the debt leverage to total assets (p=0,0000).

Fig. 13. Level of profitability and leverage ratid debt to assets by company size among
companies operating in Poland

Mean; MeantStand. error; Mean+0,95 Conf. interv.

120

100

ol

60

it

do

40

20

[0 x Retun on equity (ROE)
0] X18 - The dett leverage to tatal assets

-20

-40

small medium large

Company - size

The greatest return on equity rate is characterfsti the companies of the medium
size. In this group there is also the greatestrdityein the level of profitability. The
smallest level of the return on equity rate is obsé in large companies.

As far as Polish companies are concerned, therléihgecompany, the smallest value
of debt leverage to total assets.

For companies operating in Slovakia only one déffee concerning the level of
surveyed rates had been identified, in terms ofytpe of branch in which they operate. It
is the return on assets ROA, p<p=0,0320). In Slovakia, the highest profitability
concerns the companies operating in the branchhefcourier, shipping and postal
services (16%) and the smallest one is observéaeitbackup services (-37%). (Both the
median and the average were at the same level).



44 K. Chudy-Laskowska, T. Pisula

Fig. 14. Average value of ROA by the branch in whioth companies operate in Slovakia
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The company size in Slovakia differentiates theelef two rates: X; — the financial
leverage ps (p=0,0122) and 3 — the debt leverage to total assetsy (p=0,0026).

The larger the company, the smaller values of ithemtial leverage and the debt leverage
to total assets.

Fig. 15. The values of leverage and the leveragelefft to assets by company sizes
enterprises in Slovakia
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5. THE TAXONOMIC ANALYSIS OF THE COMPANIES OF THE TSL
SECTOR IN SLOVAKIA

To make a detailed analysis of the companies dpgratt the TSL sector selected
methods of Multidimensional Comparative Analysisrevesed. They allow to carry out
the grouping of the surveyed companies in termsetécted economic — financial rates.
Presentation of the idea of such analysis is plesdiianks to the small number of
companies operating in Slovakia, which publishedrtfinancial results for the year 2011.
A similar analysis can be made for the companiesrati;ng in Poland although the
presentation of the results would be difficult.

One of the advantages of the classification beiraglanthanks to the procedures of
taxonomic methods is first of all the ability tohéeve the homogeneous objects of the
analysis, in which it is easier to extract the sysitical factors and the cause and effect



The comparative analysis of the companies ... 45

relationships are clearly outlined. Secondly, apantant advantage is associated with the
classification of the cognitive presumptions (redgcthe large amount of information
into a few main categories, which significantly piifies the application process) and
economic presumptions (limiting discussion to aniilyg typical trend phenomena or facts
with a relatively small deformation of test res)ltsTo extract the accumulation of
companies operating in the TSL sector and achiewgingjlar financial results Ward
method had been used.

The results of taxonomic analysis were comparet thi¢ results of ranking prepared
using the generalized distance measure GDNhe analyses had been made for 43
companies operating in the TSL sector in Slovaki2011. The companies had been
characterized with the use of six rates which hadnbselected at the beginning of the
study.

For the purposes of the ranking the following chteastics of diagnostic variables
had been established: the rate-Xcurrent ratio, interpreted as a nominant (thminal
value 120%) and measured on a quotient scaleratiee X, — return on assets ROA,
interpreted as a stimulant and measured on arvaitscale, the rate - return on equity
ROE, interpreted as a stimulant and measured oint@nval scale, the rate ;X —
efficiency — receivable turnover [in days], intesfed as a destimulant and measured on a
quotient scale, the rate;X— financial leverage, interpreted as a nominam ftominal
value 100%) and measured on an interval scaleateeX;s — debt leverage to total assets,
interpreted as a destimulant and measured on &quetale.

Nominants measured on a quotient scale were cau/éot stimulants according to

min{ nom; g{“}
max{ nom ; ),{”}

observed in the i - objecnom - the nominal level of j - variable. Nominants raesed

quotient formula: x; = , where: ' - the value of the j - nominant

on an ordinal scale were transformed according be ifferential formula:

X; :—|>%N - norrj1|. The standardization had been used as a methodrofalization of
diagnostic variables. The pattern object was alwtagsobject in the form of the upper
pole development of the best values of diagnoditables (maximum for stimulant and
minimum for destimulant). Two variants of rankingdhbeen used, the first with the equal
weights for the variablesw; =1) and the second with the variable weights caledlat

. - . \Z
depending on the value of the coefficient of vaorat w, = m[—lm—‘, where: m — the

2V,
j=1

9 T. Grabhski., Metody aksonometriiwydawnictwo Akademii Ekonomicznej w Krakowie, akow 1992,
p.11-12

10 M. Walesiak,Uogdlniona miara odlegizi GDM w statystycznej analizie wielowymiarowejykerzystaniem
programu R Wydawnictwo UE we Wroctawiu, Wroctaw 2011, p. 78-
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number of variablesy, - the values of the coefficient of variation fdvetj - variable,

m

w, O[0;mi; 3w

=m

=

The distance of particular objects from the moded been determined according to

the formuld™

n

m

m

2Waihy 2> wah

@)

=1
dw - a measure of the distance GDM of the i — obdcthe patterrw, p

il

i
2

diw =l_
2

where:

w,l; T

.,m—the number

.,n—number of the objecty — number of the object pattejrl,..

=1,..

of variable w; — weight ofj - variable,

(2)

=wl;

X = % for p

Gy =

Xy =% forr=il;

x; (%) -i (I) observation ofj - variable.

bwrj

Fig. 16. Cluster Tree - Euclidean distance - thehoebf Ward

Cluster tree - Ward method - Euclidean distance
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The companies had been ordered in accordance mathasing values of the distance
measurement, the smaller the distance value of Gk the ideal object (pattern) the
surveyed company has, the better it was considerdak (at a higher position) in the
ranking. The final ranking of companies was caladaas the average of the rankings
assigned in both variants (for similar and différereights of diagnostic variables).

The results of taxonomic grouping of the TSL comparfrom Slovakia are shown in
Figure 16 and the results of the ranking in Tal@le 1

Table 10. Ranking results and the grouping of congzsamperating in the TSL in Slovakia

Company Avergge Grouping
size ranking

Weindel Logistik Service SR, spol. s.r.o. smal 1 a
Direct Parcel Distribution SK, s.r.o. small 2 a
KUEHNE + NAGEL, s r.o. small 3 a
BUDAMAR TRANSPORT SLOVAKIA, a.s. medium 4 a
TRANSPETROL, a.s. large 5 [
Slovensky plynarensky priemysel, a.s. large 6 [
Slovenska autobusova doprava Michalovce, akcioobspost medium 7 e
SAD Humenne, a.s. small 8 o
TNT Express Worldwide, spol. s.r.o. medium 9 b
Slovenska autobusova doprava Zilina , akciova spalst large 10 e
SAD Presov, a.s. medium 11 C
TOPTRANS EU, a.s. large 12 [
METRANS /Danubia/, a.s. large 13 e
T.P.D. TRANSPORT, s.r.o. small 14 b
Slovenska plavba a pristavy, a.s. large 15 [
Dopravny podnik mesta Presov, akciova spolocnost rdieim 16 [
KARTAGO TOURS, a.s. small 17 b
Veolia Transport Nitra, a.s. medium 18 c
SLOVNAFT TRANS, a.s. small 19 o
Slovenska autobusova doprava Dunajska Streda,vaksfmlocnosf medium 20 e
Slovenska autobusova doprava Nove Zamky, akciovspost medium 21 e
TOPNAD, a.s. small 22 e
MEGA TRUCKING SLOVAKIA, s.r.o. small 23 e
LOKORAIL, a.s. small 24 o
STABO, s.r.o. small 25 e
Slovenska autobusova doprava Lucenec, akciovacpasd medium 26 e
Slovenska autobusova doprava Trnava, akciova sposbc medium 27 e
Ewals Cargo Care, spol. s.r.o. small 28 e
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Koala Tours, a.s. small 29 e
Trnavska NAD, a.s. small 30 e
Zeleznice Slovenskej republiky, Bratislava v sknafdorme ZSR large 31 e
SAD LIORBUS, a. s. medium 32 e
eurobus, a.s. large 33 e
PROBUGASa.s. medium 34 e
Quehenberger Logistics SVK, a.s. smal 35 e
PAPO, s.r.o. small 36 e
DALITRANS, s.r.o. small 37 e
Dopravny podnik mesta Kosice, akciova spolocnost diome 38 e
North Slovakia Camion, s.r.o. small 39 e
Dopravny podnik mesta Ziliny, s.r.o. small 40 e
Banskobystricka regionalna sprava ciest, a.s. small 41 b
Lagermax Autotransport Slovakia, spol. s.r.o. small 43 e

As a result of examination, five clusters were lglsdhed bringing the companies
similar to each other together in terms of the llefethe performance of six rates. The
accumulation was labeled as a, b, c, d, e (seelf@b.To identify which group of
companies is characterized by high profitabilitydahas good results and general
condition, the group mean method had been usedmit to identify diagnostic features
dominant in the group. For a matrix of the figuree arithmetic mean of the surveyed
rates were calculated marked By . Then, there was the calculation of arithmetic mea

of the surveyed rates in the achieved accumulatioich were marked a®; The rate of

L Wi .
the structure of each accumulation is the quotieat. The maximum value of the
[
structure rate indicates the dominance of a giwsatufe in the achieved group. The
average level of phenomenon has the value of 1.vahess more than 1 are the rates of
the values larger than the average and less thare the rates for which the level in
particular groups is smaller than the aversge.

Figure 17 presents the levels of the six surveggesrin the achieved accumulations.

The graph shows that the highest rates of profitpbis characteristic for the
accumulation (a). This is the group consisting of four companiesy tf them operate in
the branch of warehousing and storage. The majofityjem were the small companies
operating around Bratislava. The rates of the firglneverage and the debt leverage to
total assets take small values which means thapaaies from his accumulation are not

2 K. Chudy — Laskowska., M. Wieraisika, Zréznicowanie wojewddztw pod wedem infrastruktury
transportowej w Polsce — wyniki baflaZzeszyty Naukowe Wydziatu Zamdzania. Ekonomia i Nauki
Humanistyczne, z. 18, Rzeszéw 2011
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exposed to the high risk in their business. In rdueking, the companies from the first
accumulation are at the top of the list.

Fig. 17. Radar chart - the average values of didgneariables in the clusters

=== X1- Current liquidity ratio
== X6— Return on assets (ROA)
=== X7— Return on equity (ROE)
— X14 — Efficiency: Receivables

turnover [days]

= X17- Financial leverage

X18 — Debt leverage to Total
Assets

The secondccumulation (b) are the further four companies. The profitabitifythe
companies is at a high level but the current naaches a very low level and the financial
leverage and the debt leverage to total assetvearéhigh, which may indicate a low
stability of the surveyed companies. The majorifytleem are the small companies
operating in the branch of warehousing and stordgece of them are in the top half of
the ranking while one of them takes the third plfroen the end.

The third accumulation (c) is the second one in terms of the size and inslud®
companies. The rates are moderate, profitabiligmall but positive, it is characterized by
the correct liquidity and low values of leveragées which may indicate the established
position in the market and can prove the stabifityhe conduct of activities and a good
condition. In this group there were in majority tiredium and large companies usually
operating in the passenger land transport.

The fourth accumulation (d) is one company. From the graph can be read tleat th
rates ROA and ROE are at a very low level and thalues are negative. The company
made loss in running a business. The current t@® a high value which reflects the
excessive freezing in capital in current assets. dtbig company and in the ranking takes
the next to last position.

The lastaccumulation (e) is the most numerous and it includes 24 objecte T
liquidity rate in this group is very low, the retuon assets is negative as well the return
on equity (the companies make loss), moreover, fithencial leverage and the debt
leverage to total assets are at a quite high lendltherefore the companies are at risk in
their business. The majority of these companiestheesmall and the medium ones
operating in the passenger land transport andathe transport of goods. They take place
in the second half of the ranking.
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6. CONCLUSIONS

The analysis of the TSL sector companies operatirigpland and Slovakia allows to
provide a number of important conclusions.

The largest proportion of the companies from thé $&ctor have their legal addresses
in the metropolitan regions.

e TSL sector companies show a great diversity in $eofin

* running a business -the largest percentage are the companies opeiatiting
branch of the road transport of goods (Poland S8k#yakia 35%),

= the legal form —the most companies operate as Limited Liability @any (in
Poland 76%, in Slovakia 64%), a significant diffece appears in other forms.
Every third company in Slovakia operates as Pullicited Company, whereas
in Polish conditions there is only 5% of such conipag,

= the size —the largest percentage of companies are the smali bowever, in
Slovakia there are more medium and large companies.

The comparative analysis showed that:

e Polish companies have better return on assets R&&:n on equity ROE and
efficiency measured by the rotation of liabilities

e Slovak companies have better current ratio andegabf the financial leverage
and the debt leverage to total assets rates.

Taking into account all the surveyed companiesai$ &lso stated that:

e The country in which the TSL sector operate has an influenetloe return on
assets and the return on equity as well as thendiah leverage. In Polish
companies, the profitability is higher and the camips are less risky in their
actions.

e The type of activity has an influence on the level of all surveyedsaiée best
results obtain the companies operating in the eoushipping and postal services.
The worst results are achieved by the companiesatipg in the passenger land
transport and the road transport of goods.

e The size of the companyhas an influence on the two rates: ROE and thé deb
leverage to total assets. The larger the compamy,ldwer profitability and
smaller values of the debt leverage to total assets

It had been examined whether there are the difte®nin the size of the achieved
values of rates in particulranchesin the division of the companies operating in Rdla
and in Slovakia. The differences appeared in the o0& ROE between the companies in
the group of the road transport of goods. The highefitability is observed in the case of
Polish companies. In the branch of warehousing stathge the differences appeared in
the financial leverage. Slovak companies quiterofteake use of the foreign capital. In
the passenger land transport the differences wesept in the level of efficiency rate, the
companies in Slovakia are more effective.

In small companies the differences occurred intterates: the profitability ROE and
the financial leverage. The larger the company/diaer return on equity and lower value
of the debt leverage to total assets.

The comparison of the financial condition of Polehd Slovak companies gave the
following results.

In terms ofthe branch
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e The differences were observed in the group of camgsaoperating in the road
transport of goods and concerns the rate of ROBlisiPcompanies have higher
profitability.

« The companies operating in the branch of warehgusind storage have a
different financial leverage — Slovak companies enofften make use of the
foreign capital.

e The companies operating in the branch of the pgsseland transport have a
different rate of the efficiency — receivables twar — in this respect Slovak
companies are much better.

In terms ofthe size of the company

e The differences in the rates were observed ongmall companies. The medium
and large ones achieve similar levels of the swggagtes. In small companies the
differences were identified in the case of ROE r@elish companies have a
better condition) and the financial leverage (Sloeampanies more often make
use of the foreign capital).

For Polish companies

« All the rates differ in terms of the business atfiybelonging to the branch).

e The size of the company has an influence on themein assets ROE and the
debt leverage to total assets.

For Slovak companies

e The differences in the surveyed rates appeared iartlge case of the return on
assets ROA.

e The size of the company has an influence on trential leverage rate as well as
the debt leverage to total assets.

The taxonomic analysis made for the companies tipgrin Slovakia showed that
they can be divided into five accumulations (clusteThe best results are achieved in the
case of four companies from the accumulatiah. These are also the companies that
occupy the highest position in the ranking. Theyeha high profitability and do not show
a high risk of default of repayment of their finzaidiabilities.

The worst rates presents the accumulation ,d’% @ne big company characterized by
a negative profitability and high risk in action.

There was also created the most numerous groupdimg 24 companies, which
represent the average level of condition mainly ststimg of small and medium
companies.
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ANALIZA POROWNAWCZA FIRM Z SEKTORA TSL
DZIALAJ ACYCH W POLSCE | NA SLOWACJI

W artykule przedstawiono anajiporéwnawcaz firm dziatapcych w sektorze Transport
— Spedycja — Logistyka w Polsce i na Stowacji. Prawadzone analizy statystyczne
obejmowaty badanie firm logistycznych ze wghl na wielké¢ przedsgbiorstwa, rodzaj
prowadzonej dziatalrimi oraz jej charakter. W szczegdbeo scharakteryzowano struktur
firm logistycznych w Polsce i na Stowacji ze wadjh na region prowadzonej dziatafco
brarze prowadzonej dziatalrdgi, forme prawm prowadzonej dziatalrigi oraz wielkaé
przedstbiorstwa. Z wykorzystaniem metod statystycznych, madstawie wybranych
wskanikow finansowych poréwnano kondgcfinansova firm sektora TSL w Polsce i na
Stowacji w latach 2009-2012.

Dla firm dziatajcych na Stowacji, za pomaenetod taksonomicznych przeprowadzono
badania poréwnawcze mag na celu wyodbnienie skupié firm podobnych do siebie pod
wzgledem wybranych wskaikow opisujicych ich kondygj ekonomiczno — finansaw
Wskazniki charakteryzujce kondyat finansows przedsthiorstw obejmowaly nagpujace
grupy wskdnikéw: ptynndci (opisupce ptynnd¢ finansowe przedstbiorstw), zadtaenia
(sklonnad¢ przedsibiorstw do sptaty swoich zoboswan), zyskowndci (opisujce
sktonnd¢ przedsibiorstw do generowania zyskéw), spradcio dziatania (opisujce
sprawngc¢ i efektywnd¢ zaradzania firmy) oraz pozostate wskaiki opisujce struktug
kapitatowy przedsgbiorstw oraz efektavigni finansowe;.

Na podstawie wybranych wskakow wykorzystujc metody wielowymiarowej
statystyki poréwnawczej (metedankingu — porgdkowania liniowego) z wykorzystaniem
uogélnionej miary odlegkxi GDM przeprowadzono badanie rankingu firm sekt®&L
dziatapcych na terenie Stowacji w 2011 roku. Analiza wyzunych rankingéw
umazliwita wyodrebnienie firm najlepszych pod wzglem ich kondycji finansowej oraz
potencjalnych firm zagemnych ryzykiem upadzi. Wyniki rankingu do firm Stowackich
odniesiono do wyznaczonych metodami taksonomicznyastrow firm o podobnej
kondycji finansowej. Poréwnanie rankingdw w ¢ie klastrow zbadano w zateosci od
wielkosci analizowanych przedgdiiorstw. Uzyskane wyniki przedstawiono w formie
wnioskéw praktycznych.

Stowa kluczowe: sektor TSL, analiza poréwnawcza, analiza statysiyczmetody
taksonomiczne.
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MODERN LOGISTICS IN HEALTH SERVICE

The primary task of all hospitals is to improve tealth of patients. In a typical hospital
a large number of people perform logistics operatioften without being aware of it. The
aging of the population, particularly evident inr&pe, contributes to the increase in the
workload of the healthcare system. To ensure tis@atklevel of healthcare services some
services such as logistics must be effectively dibated to ensure the quality and
continuity of care.

Logistics in medical activities is a field that et visible to the patient, but directly
affects the quality of health services, which idraportant area of interest for the healthcare
organization. In most cases, hospital logistics halged so far on the selection of
appropriate suppliers in different areas of adgfjvistarting from the supply of drugs,
equipment, laundry, through transportation to thengplant ending up with the food
catering. Such an approach in a self- managementost cases had various effects very
often totally inefficient.

In the recent period it has been observed the dprant of logistics services in the
medical activity which applies the most advancethielogical achievements among them
information technologies supported by managemeatnt@nance-free means of transport,
automated transport, technologies of automatictifiestion.

In the paper the modern forms of logistics useché&althcare were presented. The
benefits of these solutions were shown. These lismehy be of two types. On the one
hand they reduce the costs associated with theatiperof the hospital, on the other one
they increase security, reliability and availalibt any time. A significant share of attention
in the article is devoted to the supply chains base modern means of transport. These
measures are used to transport people and materials

Keywords: health service, health protection, logistics in iTadactivity, logistics services.

1. INTRODUCTION

The aging of the population particularly evidentGarope contributes to the increase
in the workload of the healthcare system. To enshee desired level of healthcare
services some services such as logistics must feetigély coordinated to ensure the
quality and continuity of care. Statistics showtttiee number of patients in the hospital is
growing very rapidly especially in Western courgr[8]. It greatly increases the load of
logistics functions.
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Logistics in medical activities is a field thatnst visible to the patient, but directly
affects the quality of health services, which igpartant for the healthcare area. Most
hospital logistics has consisted so far in thecsele of appropriate suppliers in different
areas of activity, ranging from the supply of drugsjuipment suppliers, laundry,
transportation to the transplant until the foodedag. Such an approach in a self-
management in most cases vary widely, often dowhigept.

In the recent period the development of logistiesvices in medical activities,
especially in the so-called hospital logistics haen observed. In the case of Poland this
development is a consequence of the privatizatfdmospitals. Private entities in the era
of high competition must ensure cost optimizatiamd ahelp them in the logistics
operators. The examples of hospital logistics iuntoes where such services are
provided show that hospitals using the servicesiger specializing in the handling can
expect a reduction of logistics costs by up to 2&ent.

Of course, an independent logistics in some undsksyperfectly, but in the case of
larger hospitals with successful optimization ofjiftics processes it could be more
efficient and bring much greater cost savings tghocooperation with logistics operator.

The complexity of the areas of the hospital neddsification of many ranges of
services. The basis is a logistics consulting auifling a good relationship with the
client.

The operator must be well- versed on fulfillingutg requirements of the hospital. For
this purpose, it should explore the possibilitystfndardization of products and suppliers
for the entire hospital and customize workflows.danally, the needs of technical and

human resources need to be assessed as well asdbssary changes formulated, the
implementation of which is necessary to introduifieient logistics processes.

The operator may also be responsible for the tatestion of tools for sterilization in
special heated vehicles, as well as support forsiiealled cold chain (medications
transported in special cold rooms). All these aitig also support the logistics of
hospitalization involving the sourcing various depeents of the hospital, collecting and
delivering the products and the implementationpdcific solutions in cooperation with
hospital service.

The paper presents the modern forms of logistiesl irs healthcare. The identification
of the effects occurring as a result of the intidthn of modern forms of logistics in
healthcare was also carried out. A significant shrattention in the article is devoted to
the supply chains based on modern means of transpor

2. LOGISTICS TASKS IN HEALTHCARE

The primary task of all hospitals is to improve thealth of patients. In a typical
hospital, a large number of people lead logistigsrations often without being aware of
it. And in most cases they are not appropriate lgedipr example, it is estimated that the
nursing staff is dedicating an average of 10 %heftime for logistical activities instead of
looking after the sick. This affects not only thest but also the effects of such care.
Moreover, in countries where there is a shortageeadth workers and social care it also
affects the growth of stress-related illnesses antbis group of workers.

Provision of medical services and patient careessential processes in the hospital,
which create a demand for support services reladegohatients (background processes).
These secondary processes can be medical or nomahdd addition, there were also



Modern logistics in health service 55

identified services which are referred to as seryicocesses. These processes are not

directly related to the patients, but they are ssagy for the proper operation of the

healthcare facility.

Hospital logistics coordinates inter-ward movemehgoods and information as well
as part of the care of the patient. The exampldsogpital logistics can be found in the
supporting processes and services:

* logistic tasks related to patient through medicatondary processes supporting
logistics patients: management of medicines, laboyalogistics management,
medical products, sterile products, logistics, infation and documentation, disposal
of hazardous waste.

e tasks related to logistics processes, supporting-medical secondary processes:
management of food, bedding and bed management.

« logistics tasks associated with service procesadministrative management, mail
handling, disposal of non-hazardous waste.

Fig. 1 Logistics processes in a hospital
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In many processes of hospital logistics materiahdport plays a decisive role. As
required the hospital transportation of materialgither planned or the process is carried
out on demand. Compared to industrial applicatidhs, quality of the transport of
materials in healthcare must be the highest. lecoror inaccurate deliveries can have
fatal consequences for patients, hospital staff\asitbrs. An important roles in logistics
plays also a hospital medicines management prodeseventional management of
medicines in hospitals is usually a manual procBssly preparation of drugs for the
individual patient is performed by nurses on thedsaTherefore, in hospitals there are
numerous drug storages located on the respectivdswdloreover, the manufacturing
processes in the hospital pharmacy are charaaebyemanual handling. Automatic
management of medicines in hospital pharmacies lwspital wards support and
enhances patient safety.

It is estimated that as many as 46% of the totarating budget of the hospital is
spent on activities related to logistics. Of thianber, 27% is for materials and
equipment, and 19% on labor. Labor costs include amdy the staff associated with
professional logistics but also health professisnal
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3. MEANS OF HOSPITAL TRANSPORT

In hospitals a number of different forms of trangpe used. This can be integrated or
not integrated transport, in many cases the indali@ne. Due to the technology used it
can be distinguished air transport in the respediites, overhead rail transport, manual
transport involving personal handling of the sadamaterials and transportation by using
all kinds of wheeled carts. The first three tranmspechnologies are used to transport light
materials. Plastic tube used in pneumatic transpamt transfer downloaded content to
analyze and fine documentation. Overhead railslasggned for carrying small loads such
as patient records, test results, laboratory tgstim a blood sample. In many cases they
are also used to carry heavier loads and more adelicomponents, such as glass
containers. Also, it allows the circulation of sealecontainers at the same time in several
directions. Compared to a pneumatic transportdhésis slower. Transportation of goods
from one end of hospital to the other one takeaiahb minutes. In the case of pneumatic
tubes this time is counted in seconds. In the parisvhere wheeled vehicles are used the
more common are automatic guided vehicles to tiemshbe AGV and mobile robots.
AGV is intended in most cases for the transponmatib materials and weight of up to
1000 kg. Using the automatically guided vehiclam$port one can reduce the load on the
hospital staff, as well as improve the performarmegqilability and reliability of the
transport system. AGVs also contribute to a redudi operating costs of transport.

AGVs currently used in hospitals use laser or mtgneavigation. They are so
intelligent and flexible that reach the individudlranches using both horizontal
distributions (corridors) and vertical (lift). Ifecessary, they may communicate with the
control center at any time. In addition, they ageipped with sensors for detection and
identification of cargo. AGV carry supplies and v and from different areas of the
hospital complex, often at different levels. AGVapport hospital wards, kitchen,
pharmacy, laundry, research departments, cafetadaother areas.

In case of automatic means of transport the maplicgtions of the AGVs are:

- Transportation of meals and return dirty dishes tthe kitchen,
Transport of sterile operating equipment and théurne of dirty carts for
decontamination,

- Provision of general materials (by weight) from tbading dock to the center of the
supply and distribution when needed for the flomrgpatients or deliveries of linen,
uniforms and medical supplies directly from theldoc

- Disposal of waste - handling waste streams (genegalyclable, medical) from all
areas of the hospital to the recycling center,

- Provision of clean sheets and return to laundrgack. The use of exchange carts
allows to maximize the efficiency of the transpoftboth clean and dirty materials.
Transport of drugs relies on the safe delivery roigd from the dock to the center of
the supply, or daily medications to nursing levatng a secure access for cars.
Washing the carts consisting in the use of autamshwashers and dryers.

- Automatic landing - increasing automation of AGMlwoptional automatic unloading
of garbage or soiled bedding. [9]

The first AGV vehicle which was used in a hospialironment was HelpMate. It
was used in 1991 in Danbury Hospital, where it wasd to transport objects of small
sizes. The vehicle used dead reckoning (odometrg) reatural landmarks (walls of the
corridor). HelpMate was one of the first robots Hiedes) which was used for
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transportation in a populated environment and issicered a pioneer in the field of
hospital management. HelpMate is currently a regest trademark of Cardinal Health,
Inc.

Subsequent vehicles operating on a similar priecgsd the HelpMate was |- Merc
which specialized in the transport of food and €&eBot which was designed to assist
the elderly and requiring special assistance fi}ekcent years, many companies took up
production of commercial vehicles for the hospiteinsport. The most well-known
European manufacturer of such systems is Swisfldgatures, among others, TransCar
system, which consists of AGVs which use the lasaigation and are able to carry loads
of up to 450kg. The vehicles carry cargo in spécidésigned containers under which the
vehicle enters. During transport, the containeaised. The disadvantage of this system is
that it can carry simple elements such as docurtientanedication, food. Swisslog also
produces a small autonomous vehicles designedatsport inter-ward cargo weighing
about 25kg - RoboCourier. Another vehicle usedaggitals is TUG by Aethon company.
It is a vehicle very similar to RoboCourier .

It was designed for the transport of various materisuch as trays for meals,
medications, linens, blood samples, medical recdtds able to carry cargo weighing up
to 250kg. Another vehicle of the Aethon is Homeonter moves within the hospital and
uses RFID technology and checks whether the equipim¢he form of beds, wheelchairs
and baskets are in the right place. Homer workh Wie TUG vehicles. If the equipment
is recognized in the wrong place the informatiogest to the TUG, which transports the
item to its destination. The disadvantage of tlyistem is the use of a special carriage
baskets which increases the cost of installatioth meguire a much larger number of
changes in logistics hospital compared to the Segd#].

Another company specializing in the production led tAGVs is FMC Technologies
which offers ATLIS vehicle. It is a system very dan to Transcar but intended to
transport much heavier loads. The system is usedotlect, transport and deliver
materials from the distribution center to indivitlaaeas of users, and vice versa back of
baskets from different areas of the distributiontee

At present, the aforementioned companies are omlgra.of the existing commercial
suppliers. Depending on the provided transport vimrk, there is a whole range of
vehicles of various structures used to implemest tansport tasks. The examples of
these types of vehicles are shown in Figure 2.

Fig.2. Types of AGV vehicles
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Individual systems supplied by companies operatingthe market but differ with
properties and functionalities which is shown ia fbllowing tables. Some of the vehicle
do not have all the before mentioned functionaliaed they were described as a/n.

Tab. 1 Transportation functionalities
Own study based upon [4]

HelpMate | Swisslog Hosp Aethor SpeciMindér  RobQab
specific goods ) ) + _ ; ;
transportation
varied goods + ) + } + +
transportation

carry carts on its ) _ R _
body i *
tow the carts - - - - - +
Tab.2 Functionalities of logistic systems
Own study based upon [4]
HelpMate | Swisslog Hosp Aethor SpeciMinder  Robdab
group of robots . + + + _ +
cooperation
supervisory ) B
system + + n/a +
ordering on robots + ) n/a i} + -
platform
ordgrlpg through ) + " n/a _ +
logistic system
task . - n/a n/a n/a - +
scheduling
automatic elevato + + n/a + + +
service
artificial ) ) ) n/a . .
landmarks
system installed ir + + + + + .
hospital

Hospital transport processes can be planned otapeous. For example, the transport
of drugs, specimens and blood products, or stgateds requires an immediate response.
And the planned transportation of materials is ligdfar larger amounts of materials in
special containers. Typical logistics processe$ wéigular transport of concern include
transport of food, bedding or waste. Currently, ofanturers of transportation systems
intended for hospitals to offer automated matdnahdling systems for both on-demand
and scheduled for transportation. These systemslesigned for hospital environment ,
where sterility and transport of highly sensitivegucts must be taken into account.

Most hospitals in the world, by introducing new herologies for the transport of
hospital, decide to implement transportation systerhich include AGVs as well as other
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technologies that, compared to the AGV are desigoedransporting lighter materials
(overhead rail systems, pneumatic tubes and srehithes (mobile robots) ).

4. EXAMPLES OF APPLICATIONS

Automatic transport systems are used in most dpedlaountries with high labor
costs. In French hospitals, an example of whicthés Francois Quesnay hospital, the
presence of automatic guided vehicles (AGV) for ttansport of heavy loads can be
observed. AGVs transport integrate medical and mhaeutical agents, meals, bedding
and waste. These vehicles move through dedicate@ios located in the basement and
elevator. Their plan is programmed in accordandh wie schedules of distribution of
individual units. Each basket that is carried, Basnique identifier and destiny. The
sample Francois Quesnay Hospital (20 wards, 40@)blegs on its equipment 6 AGV
wheelchairs which carry per day 25 baskets of waf® with medical and
pharmaceutical, 25 with sheets and 17 with coldlsa€@r transporting smaller loads, the
mobile robots are used. The area of their apptioas the transport of acts of patients, the
results of tests and pharmaceuticals and theyhareaddition to the regular distribution
(hospital CHU de Montpellier). An example of thaise is the transfer between
pharmacies and offices in the evenings and at #ekends. Robots have different routes
to be programmed (source —target). They are eqdippth sensors that allow them to
choose the appropriate corridors and elevators.

However, the AGV vehicles are of the greatest egeof hospitals as the examples in
the later part of the chapter are shown.

The first of these examples is the FN Motol HodgitaPrague. While designing the
hospital, an effective solution for internal traogphad already been sought. It had been
decided to use the AGV vehicles as they provideathieve full automation and
flexibility. A ten-storey building has a specialeeator for transport purposes. The
hospital is equipped with 28 AGV vehicles that gabeds, laundry, medication, etc.
Generally speaking, they support large flow to &odn the wards. The transport system
comprises a total of 16 points of distribution (amgoothers, laundry, kitchens, sheets
storage, pharmacy and distribution of stocks). Goatke collected and stored in 400
locations. They are also transported to and froenatijacent children’s hospital by an
underground tunnel. The system provides a transfont route corresponding to about
500km per day. Goods are transported in three tgpesntainers and the beds are also
transported. For return transport from the wards ftot necessary to give the destination.
AGV vehicle identifies transported goods itself addtermines its destination. An
integrated computer system for hospital managesigmtrvises the work of vehicles and
provides an optimal flow. For example, the prioigyto transport food when it takes place
at mealtime. Priority is also considered in theecalsmovement at high and low top. AGV
vehicles are collected when they no longer perfamy task and they have not been
allocated to another. [3]

Another hospital in which the system of AGV wasadtuced is Forth Valley Hospital
in Scotland. This is a new hospital with new irlstidns and has 860 beds. The AGV
system of ATLIS was implemented there and it cdasid 12 AGV vehicles capable of
transporting carts and baskets. In case of thelsieles, a laser navigation was used. The
transport system includes distribution points sash kitchen, laundry, materials and
waste center. The hospital has 9 lift shafts. AG3higles of ATLIS have also been
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implemented in new hospitals in Castile and Leopa{®). For example, a newly built

hospital in this region featuring 600 beds was @i with 6 vehicles using laser

navigation. These vehicles carry 300 transpokstasday. The transport system includes
distribution points such as: kitchen, laundry roaterilization center, waste center and
pharmacy. The hospital has four lift shafts.

AGV systems are also used in German hospitals. rA®xample of it can be the
University Clinic Friedrich-Schiller-Universitat idena/Germany. The Gmbh system of
MLR was used there. It is used to transport seg@nd waste to and from different areas
of the clinic often located on different levels.eT§ystem supports hospital wards, kitchen,
pharmacy, laundry, research units, canteen and atleas. The system uses 26 vehicles
fitted with a platform lift trucks and 400 contaiseransporting food, medicine, laundry,
sterile materials, medical devices and waste. Eachainer has a bar code that is then
read by the AGV vehicle so that the control systémt manages not only vehicles but
also can track the location of each container. écHjt feature of the system is that it also
works in the neighboring buildings, providing aa#tihg the appropriate materials.

One of the largest hospital complexes using AGVialeh is the Cleveland Clinic in
USA. The clinic includes 26 institutes of healtl300 beds, 3.3 million of patient visits
and more than 50000 admissions per year. Interaasport system using AGV vehicles
was implemented in 2008. The system provides nadseior five wards. These are: drugs,
surgical kits, meals, linens, materials and supgte nurses. They are delivered in total to
14000 employees located in the area of 168 acrgusim

The clinic introducing new solutions in hospitagjistics has set several goals:

- Centralizing of materials management: which me#as the materials necessary for
the different units and different applications (nieations, sheet, food and waste) are
managed by one central point of management. Cewaa¢house is located in the
basement of the hospital connected with the restthef complex numerous
underground passages.

- The study of a system that can handle both vertiadl horizontal movement. Since
the warehouse is underground, the system must raghagsupply of materials to the
warehouse or central areas of the warehouse l&eeizbntal movement) and then
must keep track of the flow of materials to specifiards and/or individual floors
(vertical movements).

- Ensuring rapid response capability. The clinic aitos provide several days of
inventory for most products and fast replenishnifeméeded.

- Scaling up and down depending on the number oéptsti It is difficult to predict in
which period and for which number of patients thetem should be oriented.
Therefore, it is necessary to introduce the pagsiloif scaling both up and down. The
primary objective was to create a system of supfmorimaterials handling 1300 beds
in the main campus. The initial plan provided davading about 30000 materials per
day. Currently, the system supports an average@@0@&nloads of materials per day
raising to 150000 downloads a day on the peak days.

- Implementation without switching off. The clinic e@mtes 24 hours a day 7 days a
week. Implementation of a system must take plat¢kont interfering and interrupting
its work.

The heart of the system is a fleet of AGV vehicleapable to carry 1000 kg of
materials each. No matter which ward the goodsabe carried they are packaged to the
baskets in a central warehouse which are thenpoatexl by AGV vehicles through
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underground tunnels to the relevant points wheeeatbpropriate clinic staff responsible
for the transport of materials is taking them amdivers to the right floor and wards.

AGYV vehicles are equipped with RFID readers thahsags in the bottom of each basket.
Using the scanning AGV vehicle checks if it hasappropriate basket to carry. RFID tags
allow to keep track of AGV when travelling throutite underground tunnel. The clinic

has also installed RFID readers at the entrantleetéandfill. RFID tags are also used for
small valuables. If any of these items will be thnointo the waste bin or the dirty linen,

RFID reader identifies it before being thrown awde clinic also installed battery

charging stations throughout the system of undergpfochannels and the area of the
warehouse.

5. THE EFFECTS OF TRANSPORT AUTOMATION

Automatic transport systems applied in hospitaleehldeen used for at least a dozen
years. Thus, there is data in various sources coimgethe operation of these systems
[2,5]. These data however, are incomplete and lysteadus on selected areas of working.
They mainly relate to economic and sanitary-epiddmgical aspects of studies. The
introduction of automated transport systems redubedrisk of infection. Traditional
hospital transport equipment (hand carts), elesaborthe doors are a potential source of
infection. The introduction of AGV vehicles thateagasy to clean, automatic doors and
elevators reduced the risk. When considering ecamdactors, a good example is the
work [6,7] analyzing on the simulation models, Hésefrom the introduction of
automated transport system in University Hospital Mirginia. In [6] work, three
scenarios had been established. The first one @&sbtimt robots only serve the clinical
laboratory. In the second scenario only hospitalrptacy was assumed to be served. The
third scenario assumed the service of laboratony pimarmacy. In each of them the
reduction of the human factor in logistics servamhieved favorable economic effects.
The greatest benefits however, reached the thigmhast assuming laboratory and
pharmacy services. For the purposes of the stimualad model of transport system was
developed, consisting of six robots transportingrpfaceuticals and clinical laboratory
samples. In this model, six connections were etkaine in each floor. In each transport
cycle, the vehicle visited clinical laboratory apldarmacy. In the first stage of the study,
it had been established to replace all 22 employses fleet of six vehicles. The
conducted simulations showed that the use of adied vehicles for both laboratory and
pharmaceutical supplies causes 63% reduction its gl 34% decrease in the duration
of the entire cycle. The next step assumed thédiiion of 14 day jobs and keep one for
a change. Obtained results caused 45% decreasst ¢

The work has also defined the necessary level efaiimg personnel reduction for
which the automation of transport system is becgngrofitable. The analysis showed
that satisfactory results can be obtained whenadiaduthe number of employees in a
number of at least 9 people. The resulting retdiimwestment with a reduction of at least
9 workers wad2%.

Data concerning the operation of the automaticspart system in Leipzig Hospital in
Germany are also very interesting. The hospitak UBwisslog transport system. The
expected stability of the transport system usethé hospital is at least 15 years. The
system is characterized by low operating costsypar at the level of about 2 - 4% of
investments. Thanks to introduction of the systéma,costs of repairs of damages caused



62 M. Dobrzaiska, P. Dobrzeski, M. Smieszek

during the transport were also reduced. In suaiditions a very favorable period of
return of investments was achieved. The samplehgiEpreturn of investments for
German hospital was shown in figure 3.

Fig.3 The return of investment for transport system
Own study based upon [9]
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As in German hospital, the situation in American rbgial Hermann Southwest
Hospital is the same. The payback period of thestment is very similar here. In most of
the cases described in the literature, dependinfaators such as human labor costs, the
costs of investment, labor reduction scale, thébpek period is in the range from 1,5 to 3
years.

Apart from purely economic reasons, in many cakesimplementation of such a
system has brought several additional benefits:

- AGV never get sick, do not need leave and also \abrkeekends,
- AGV are predictable and do not make human mistakes,

- AGV system can operate 24 hours a day 7 days a,week

- Hospital staff can concentrate on patients,

- Transport tasks can be scheduled and done onghestiift.

CONCLUSIONS

Hospitals are one of the most important organs maalern society. Demographic
factors such as the increase in the elderly poipulaheed to verify the causes of heath
care services in order to improve the operationho$pital, their effectiveness and
efficiency.

The basic service provided by hospital is the gatare. To provide this service, there
are a number of ancillary services that must benahkto account in hospitals. Although
most of these services are invisible for the patihey have a significant impact on the
way patients experience a visit to hospital.

One of the main and usually underrated ancillaryises in hospital is logistics. The
main task of logical support for the hospital isdmanize and maintain the flow of
materials in the hospital. Hospitals require a huaety of materials which often causes
the formation of complex transport systems and dexmaterial flow. New materials
and devices have been developed for disposabl®nlgeand are more common. As a
result, the transport volume expands significankjare materials must be more often
transported.
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Transport capacity can be improved by the intradact of automation.
Implementation of transport tasks using people s$sially limited by the physical
capabilities of the staff. Automated transport sgss may subject to much more flexible
transport plans. Routes can be optimized and meqgiént deliveries can be planned both
at day and night. The speed of response to quesrsalso be improved if inventory
tracking systems and transport systems are tighhgrated. To sum up, effectiveness of
everyday processes in hospitals can be improvee stdff can save considerable amount
of time which may be in turn given to patients. fifere the quality of services provided
to patients can be greatly improved.
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NOWOCZESNA LOGISTYKA W StU ZBIE ZDROWIA

Podstawowym zadaniem wszystkich szpitali jest pepratanu zdrowia pacjentow. W
typowym szpitalu ogromna liczba ludzi prowadzi dada logistyczne esto nie lkdac
tego $wiadomym. Proces starzeniag sspoleczéstwa szczegdlnie widoczny w Europie
przyczynia si do wzrostu obaizenia systemu ochrony zdrowia. Aby zapetvnidany
poziom ustugi opieki zdrowotnej, kilka ustug pom@aych, takich jak logistyka, musi by
skutecznie koordynowanych, aby zapeijakos¢ i ciagtos¢ opieki zdrowotnej.

Logistyka w dziatalnéci medycznej jest dziedzinktéra nie jest widoczna dla pacjenta,
ale bezpérednio wplywa na jak& ustugi zdrowotnej, przez co stanowi amg dla
organizacji ochrony zdrowia obszar zainteresowaWawigkszaci przypadkow logistyka
szpitalna polegata do tej pory na doborze odpovigddilostawcéw w poszczegoinych
obszarach dziataldoi, pocawszy od zaopatrzenia w leki, dostawcow sgprz pralni,
transportu do transplantologiiz ana cateringuzywnosci konczac. Takie poddgie w
samodzielnym zarzlzaniu w wekszaici przypadkéw przynosito e efekty, cgsto wrecz
nieudolne.

W ostatnim okresie czasu obserwowany jest rozwljgulegistycznych w dziatalrigi
medycznej wykorzystagy zdobycze najnowocgeiejszej techniki, zaliczy tu mana
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technologie informacyjne wspomagane zdzaniem, bezobstugoweérodki transportu,
zautomatyzowany transport, technologie automatyddeatyfikacji.

W artykule przedstawiono nowoczesne formy logisstkisowane w ochronie zdrowia.
Wykazano korz§ci wynikajace ze stosowania tych rozwen. Korzysci te mog by¢é
dwojakiego rodzaju. Z jednej strony obaja koszty zwizane z funkcjonowaniem szpitala,
z drugiej strony zapewnigjwzrost bezpieczsstwa, niezawodnigi i dostpnaici o kazdej
porze. Znaczna ¢&¢ uwagi w artykule péwigcona zostata fecuchom dostaw bazigych
na nowoczesnyckrodkach transportuSrodki te wykorzystywaneasdo transportu 0sob i
materiatow.

Stowa kluczowe:stuzba zdrowia, ochrona zdrowia, logistyka w dziatdtionedycznej,
ustugi logistyczne.
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NATURAL VALUES AS A BASIS FOR POSITIONING
OF POLISH CITIES AND REGIONS

Increasingly nowadays the image of brand is mongomant than the product’s actual
characteristics. Therefore, one of the most chgifentasks for contemporary brands is to
become deeply embedded in the awareness of theetimylactivities recipients. This situa-
tion takes also place in the case of the citiesragins that compete with each other in or-
der to attract tourists, new citizens, students imnestors. Territorial units may choose,
among other things, from such distinctive charasties (so-called unique selling proposi-
tion) as ecology and place-specific natural valvegh regard to the above, the aim of this
paper is to analyse the extent to which such ate# have been used in positioning of
Polish territorial units. For that reason, the papentions symbols and promotional slogans
of selected cities and all provinces (because &stidations the most essential positioning
elements are: the place names, symbols and slodamshermore, it refers also to the na-
ture of positioning, as well as to the features datérminants of its efficiency. Another is-
sue discussed in the paper concerns a group ofgeabich is susceptible to referring to
ecology and natural values in promotional actigitiEinally, the paper identifies the factors
that decide whether the positioning based on thealaalues of territorial units is effective
or not.

Keywords: natural values, ecotourism, territorial marketiag,image of territorial unit,
the positioning of cities and regions

1. INTRODUCTION

In the age of growing competition, territorial geek unique features that would let
them become distinctive in the minds of marketingvéties recipients (including in par-
ticular tourists). Local authorities of some citee®d the majority of provinces believe that
the area in which the unique features of placeseaiound are their natural values. How-
ever, in order to make the positioning based oretements of natural environment effec-
tive and consequently, to achieve intended marfgagsults, one has to adhere to speci-
fied principles. Therefore, the aim of this articeto identify the premises of creating
effectively an “environmental” image of territoriahits. What is more, the author’s inten-
tion was to analyse graphic signs and promotiolaglass of selected Polish cities and all
provinces, taking into consideration direct refeesto the nature used in the signs and
slogans. Such approach is concurrent with the fotiegt for destinations the most im-
portant positioning elements are the place namsgnwol, and a positioning slogan

! Marcin Gebarowski, PhD, Department of Marketing, FacultjMzEnagement, Rzeszow University of Technol-
ogy, al. Powstacéw Warszawy 8, 35-959 Rzeszow, tel. + 48 (17) B854, e-mail: marcing@prz.edu.pl

2 S. Pike Destination Marketing. An Integrated Marketing Conmication Approach Butterworth-Heinemann,
Burlington 2008, p. 229.
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2. THE NATURE AND COMPLEXITY OF TERRITORIAL UNIT PO SITIONING

The concept of positioning is an important elenrefmarketing strategies applied by
all organisations, which, to a large extent, deteem the ability to gain a competitive
advantage. It also concerns those cities and regidrich compete with each other in
order to draw interest of the representatives wérdie groups that exist in the vicinity of
the discussed cities and regions.
The literature on the subject, both foreign and ést, offers many definitions of the
notion in question. When attempting to generalimedefinitions that have been proposed
so far, the positioning is a strategic marketingration which regards a particular sphere
of partners, decision-makers — clients of variogse$ of organisations, mental sphere.
Performing specified marketing communication taskswith regard to transmitting
properly created marketing messages and monitdhieqy effects — helps organisations
compete in order to make their own features andotiveefits to the clients, which result
from these features, to be perceived as uniqueritparison to the competitdrs
Completing the positioning process in an appropriagnner entails taking complex
actions and requires a lot of time. The most ingutrpositioning features can be speci-
fied as follows:
= jt includes the level of organisation activity whi@aims at making its own product
more distinctive than the competitive offers,
= it takes place in the awareness of purchaserssaadniental process,
= jtis an activity related not only to the produlstit also to the perception area of the
recipients of marketing activities,

= jtis a process of place identification in the fhasers’ perception area, which ensures
that a particular product has the strongest pas#i® compared with market competi-
tors,

= jtis a part of product identity.

The positioning of products widely uses USP, imique selling proposition. Finding
such an attribute contributes to the creation dear and positive image of an offer in the
marketing activity recipients’ minds. In the corttex searching for a unique feature for a
territorial unit, it is worth emphasising the fdlbat the brand of such unit may and should
meet the rational (functional or utilitarian) anch@ional needs. It should therefore offer
something unique, which can become the reasonstfoag emotional relationship with
the recipient of the message. Hence the problentladeal challenge is to create such
added value, which would be noticeable, accessihtk simultaneously, in accordance
with the reality.

In the world of brands, the product image and pmsitg may be much more im-
portant than the place’s actual characteriSti€sis remark indicates the importance of a
proper, strategic attitude of local authorities ands the positioning of cities and regions.

3 A. Szromnik,Pozycjonowanie jako podstawa strategii marketingawiast i regionéw Studia Ekonomiczne
i Regionalne 2011, No 2, Vol. V, p. 6.

4. PogorzelskiPozycjonowanie produktiPolskie Wydawnictwo Ekonomiczne, Warszawa 2008,7p

® M. Florek, A. AugustynStrategia promocji jednostek samain terytorialnego — zasady i procedufunda-
cja Best Place — Europejski Instytut Marketingu jstie Warszawa 2011, p. 13.

® E. Avraham, E. KetteMedia Strategies for Marketing Places in Crisisphaving the Image of Cities, Coun-
tries and Tourist Destination8utterworth-Heinemann, Burlington 2008, p. 16.
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3. A GROUP OF RECIPIENTS OF MARKETING ACTIVITIES, SENSITIVE
TO REFERRING TO NATURAL VALUES IN PROMOTIONAL SLOGA NS

Tourism is inextricably linked with the natural émmnment and depends on its quality.
It is an area of activity, which is extremely flbl@ about the changes in the needs of peo-
ple and in their way of thinking. Nowadays one chiserve the development of new mo-
tifs relating to travelling by the tourists who aneed of everyday life in haste, noise and
polluted environment, as well as who are more anteraware of the fact that it is neces-
sary to protect the nature, whose resources rueazh day. It is estimated that this phe-
nomenon refers to one third of all travellers tlgloout the world — people who make a
trip7particularly for tourist purposes, in orderttave a holiday, to enjoy heritage tourism,
etc.

People who are extremely sensitive to the positigliased on natural values are es-
pecially those who are orientated towards cogntiiegism (including landscape tourism)
and so-called ecotourism. The latter is also reteto as green tourism or nature tourism.

Ecotourism is a segment of sustainable tourismdfiats experiences that enable visi-
tors to discover natural areas while preserving tinéegrity, and to understand, through
interpretation and education, the natural and cailtsense of plaéeEcotourism is usual-
ly typical of the areas which possess the highasiral and landscape values, and it di-
rectly contributes to the environment protectiorople who participate in this form of
travelling have strong ecological awareness andvarg sensitive to the natdreAt the
end of last century, the literature on the subgsftned such people as green tourists or
ecotourists. However, it is worth mentioning tHa group described in this manner is not
internally uniform (homogeneous). On the one hauaneone who belongs to it can be,
for example, a staunch proponent of ecotourism,dsuthe other hand, a person who
makes a long journey during which he or she is siocally involved in the nature-based
tourism could be also considered as a represeatatithe above-mentioned grdfip

In order to determine the dominant motif for theiterial unit positioning, one has to
specify target groups on which marketing activitiel focus. In the case of the cities and
regions that decide to highlight their naturalihtttes, the most significant group should
therefore include the tourists who are extremelgrasted in the nature and ecology.

4. AN EVALUATION OF THE USAGE OF NATURAL ENVIRONMEN T AT-
TRIBUTES IN THE PROMOTIONAL ACTIVITIES OF POLISH CI  TIES AND
REGIONS

Polish cities attempt to position themselves usiivgrsified attributes. The analysis of
logotypes and slogans of several dozens of citissrévealed that very few of them refer
to the areas which are directly related to the nahenvironment. Among the cities which
use promotional slogans indicating places that@ugst attractions, one should enumer-
ate the following: KarpaczK@rpacz — a city under thsniecka Mountain “Karpacz —
miasto pod Sniezka”), Miedzyzdroje Miedzyzdroje — the pearl of the Baltic Sea

’ D. Zarba, EkoturystykaWydawnictwo Naukowe PWN, Warszawa 2006, p. 34.

8 C.R. Goeldner, J.B.R. Ritchi@ourism. Principles, Practices, Philosophielhn Wiley & Sons, Hoboken
2012, p. 386.

9D. Zakba,Ekoturystyka.., op. cit., p. 53.
2 p.A. Fennell Ecotourism Programme PlanninGABI Publishing, Trowbridge 2002, pp. 16-17.
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“Mi edzyzdroje — perta Baltyku”), Zakopanggkopane — the Tatras can't be any closer,
.Zakopane — najbkej Tatr”), Wista Wista — the pearl of the Beskid&Vista — perta
Beskidow”), Gluszyca Gluszyca. The heart of the Sudetes natti@mina Gluszyca.
Serce sudeckiej natury”), NidzicNifizica — the gate to Warmia-MasuyiéNidzica —
brama na Warnii Mazury”), Bytow Bytéw. The city in KashubigBytéw. Miasto na
Kaszubach”). There are also cities which alludehigir unique location — for example
Swinoujscie (Swinoujscie. The land of 44 islands'Swinouijscie. Kraina 44 wysp”) and
Szczecin Floating garden “Plywajacy ogrdd”), and cities which — in regard to theis-d
tinctive features — consider climatic conditionsbi® relevant, like for instance Tarnéw
(Tarnéw —the Polish pole of warmth‘Tarnéw — polski biegun ciepta”) and Gdynia
(Gdynia — a sunny citwith temperament“Gdynia — stoneczne miasto tempera-
mentem”).

There are very few examples of territorial unitattfin connection with the idea of po-
sitioning, refer directly to the nature, such asZBin (Natural garden,“O!grdd z natury”)
and KrasnystawNaturally!, “Naturalnie!”). Similarly, only few urban settlemesnen-
deavour to relate its image to the ecology. Suchmgptes include Otwock (with a slogan
Otwock — a green cify'Otwock — zielone miasto”) and Racib6rz. And altigh the latter
does not use any promotional slogan, the graplic sf the city emphasises the natural
values of the territorial unit. There is a greeaflaith an “ISO 14001” mark, which is
located next to one of the letters that form thgotgpe. It informs that Racib6rz — as the
first city in Europe — was awarded the CertificetdEnvironmental Management accord-
ing to the ISO 14001 standard.

In contrast with the above, many Polish provinedsirin the elements of their brands
to the natural values. This fact is supported byediking slogans and graphic signs cre-
ated for the purpose of promotional activities e taken by the provinces (table 1).

Table 1. Advertising slogans and symbols of Pghisivinces

Province Advertising slogan Slogan - original versin Symbol
o Lower Silesia. ,Dolny Slask.
;?;‘ﬁ;iles'a Difficult to talk about —| Nie do opowiedzenia. g“gl?}\‘gKY
easy to see around Do zobaczenia”
Kujawy- : ) 3
Pomerania Our Kujawy-Pomerania| »Nasze kula_vv”sko 1) ()
. pomorskie N
Province “orrkie.
Lublin Province | Lubelskie. Taste life! sLubelskie. l_IUbelskie,
Smakujzycie! Sk tycie
Lubuskie Lubuskie — ~Lubuskie — Cubudtds
Province worth your while warte zachodu” .
_— . , . ,Lodzkie nabiera - .
L 6dz Province todzkie speeds up oredkosci r !&bggﬁ!gle
Lesser Poland 3 3 m
Province
Matopolska
Mazovia Mazovia — .Mazowsze —
Province the heart of Poland serce Polski” Mazowsze.
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Opole Province - - ﬂ
== OPOLSKIE
Podkarpackie Podkarpackie. ~Podkarpackie. 1
Province The open space Przestrzé otwarta” ODKARPACKIE
Podlasie Province Podlasie. Wealth ,Podlaskie.
of diversity Bogactwo rénorodngci” .
Pomerania Pomorskie — . i —~
Province a good course »Pomorskie — dobry kurs AN
Peoe
Silesia Province | Silesia. Positive energy »Slaskie. - //
Pozytywna energia Slaskie.
PO.’.VT)WH& energia
3 r ’. -
Swietokrzyskie | Swietokrzyskie enchants. , Swietokrzyskie czaruje. =
Province Come on weekemt Pole na weekend” Swrgtokreyskie
Warmia-Masuria| Masuria — The wonder " g
Province of nature -Mazury cud natury _%
MAZVRY
Wielkopolska Wlelkopolska. Fasplnat +Wielkopolska. Wielka ‘-I‘(
) ing history. Exciting ro : ,
Province historia. Wielka przygoda|
adventure. wielkopolska
West Pomerania| Zachodniopomorskie.| ,Zachodniopomorskie. ’
Province Sea of adventure Morze przygody”

Zachadniopomorskie

Source: own elaboration (promotional slogans amgiyc signs have been taken from the websitesafiqpre
offices or other websites related to them).

The most overt reference to the nature can be fonrtie slogan which promotes
Warmia-Masuria ProvinceMasuria — The wonder of natyreMazury cud natury”). Ad-
ditionally, elements and colours presented in tfaplgic sign of this region refer to the
natural resources (according to the authors oldbetype, its colours symbolise as fol-
lows: yellow — the sun, green — forests, and light — lakes). Slogans and graphic signs
of other provinces also refer to the natural envinent, yet these references are not so
explicit. For example, the slogan of West Pomer&hiavince Zachodniopomorskie. Sea
of adventurg“Zachodniopomorskie. Morze przygody”) directlyffees to sea, an attribute

1 polish slogan §wigtokrzyskie czaruje. Patena weekend” is a pun, in which one can easily phemi the
hidden meaning €zaruje(enchants) may indicate that the province eithehants with its natural beauty or,
figuratively, uses magic on tourists (the assooiatvith witches, for which the province was famaughe
past — even its logotype represents a witch ormarbstick).
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of the province. The slogan implies also the mlidtify of attractions and events which
the region offers, and a symbol, which representeutline of the coastline and seagulls,
complements the slogan. A logotype of Lower Sild3iavince comprises three squares
with motifs that allude to various kinds of tourishtultural, mountain and health-resort.
Their basis are, among other things, natural ditnag of the region. A sign, which identi-
fies Lesser Poland Province, is composed of angeraqguare in the background and a
light blue object in the foreground, which reprasethe summit of the Tatra Mountains.
Below the summit one can notice a ribbon — a regmtagion of the Vistula River — that
goes to the bottom of the sign. According to théhaxs of a Lubuskie Province logotype,
its colours have associations with forests, fietdgrs and lakes. The nature and fresh air
have been attributed to this sign, as they arec#ymf the western border region of Po-
land. A concept paper relating to promotional atiés of Podkarpackie Province indi-
cates that the strongest brand of this region &ezZBzady Mountains [Strategia kreacji i
promociji... 2010]. This fact has been reflected ilogotype and promotional slogan of
the region. The same elements of the brand hagedke association with aviation indus-
try, which is second — economic — distinctive feataf Podkarpackie Province. An ele-
ment of the symbol, which is green, refers to thure of Bieszczady mountain pastures,
and the blue one symbolises a trace left on thebglgeroplanes. Furthermore, the slogan
Podkarpackie. The open spaPodkarpackie. Przestrzen otwarta”) connotes Rieady
Mountains, as well as the aviation.

In the context of the analysed problems, Lubusk@viAce is distinguished by its sub-
brandnaturally Lubuskig,naturalnie Lubuskie”), which occurs next to atltemponents
of the territorial brand of the regioyoung Lubuskig,mtode Lubuskie”), WE create
Lubuskie(,tworzyMY Lubuskie”), wholesome Lubuskigzdrowe Lubuskie”). The sub-
brand, which refers to the nature, is intendedréate the awareness of natural resources
of the province among its inhabitants.

It must be mentioned that the analysed graphicssagrd slogans have been adopted
by the authorities of the provinces (frequentlancept papers, called brand books, visu-
al identity guides, etc.) for a longer period ohéi. However, there are still undertaken
single promotional campaigns which refer stronglytite natural attributes of individual
Polish regions. A four-month campaighhe eternal need for nature — PodlaskKi©d-
wieczna potrzeba natury — Podlaskie”), which watsated in April 2012, is such an ex-
ample. One of its elements was to broadcast anréglag film onDiscoverychannels, in
which the multicultural nature of the region andque natural values of the province
were highlighted.

5. CONCLUSIONS

Polish cities and regions, to a small extent, emogato base the positioning concept
on the natural values. It must be noticed thatréferences to the attributes of natural
environment are more often conspicuous in long-tenage-related actions taken by the
regions, rather than in the case of urban settl&sndihis situation results from the fact
that the provinces, covering vast areas, are mumte miverse — and therefore there are
more distinctive features (including also thoseated to the natural environment), to
which one can refer in the marketing actions.

Only very few urban settlements manage to evokereatlated associations using
their own images. However, also for those urbatieseénts which decided to search for
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unique characteristics in other areas (which afferdnt to the natural ones) it is difficult
to become distinctive compared to the competitbh® most frequently committed error
is a lack of the original positioning concept, whiesults in expressing the essence of
brand in a similar manner. Consequently, the ciite® difficulties in becoming deeply
embedded in the awareness of the recipients of etiagk activities. For example, there
are urban settlements that attempt to position siebras as “the capitals” in diversified
contexts — like RzeszowRgeszéw. The capital of innovatiofRzeszéw. Stolica
innowacji”), Opole QOpole — the capital of Polish sontDpole — stolica polskiej piosen-
ki"), Stalowa Wola Stalowa Wola — the bilberry capital of Polantbtalowa Wola —
jagodowa stolica Polski”), ZtotoryjaZtotoryja — the capital of Polish goldZtotoryja —
stolica polskiego ziota”), Setin (Sukcin — the bicycle capital of Lubuskie Province
“Sulecin — rowerowa stolica ziemi lubuskiej”). A similaehaviour can be observed in the
case of the cities which refer to the opportunitiest they offer — for instance: Zabrze
(Zabrze — a mine of possibilitig&abrze — kopalnia mdiwosci”), Gubin (Gubin. A mosaic

of opportunities“Gubin. Mozaika maliwosci”), Kedzierzyn-Kdle (Kedzierzyn-Kéle. A city

of opportunities “K ¢dzierzyn-Kale. Miasto maliwosci”). There are, however, also positive
examples of positioning slogans, which can be deghas the quintessence of distinctiveness,
creativity and pun — lik@oruwi. Get Gothiq“Torun. Gotyk na dotyk'¥?, Cieszyn — Enjoy the
city (“Cieszyn — CieszesCieszynef) ™, Rybnik. A city with spir‘Rybnik. Miasto z ikn”)*“.

In the light of the analyses that have been comdijobne can indicate the factors
which have an impact upon the effectiveness oit¢eral unit positioning based on natu-
ral values. Regarding such determinants, one shakédinto account the following:
= ensuring that marketing personnel of city halls prmvince offices has knowledge of

place positioning or using the services of an detsntity that specialise in providing

strategic solutions in respect of territorial mdike,

= perceiving the positioning as an activity that ilves great commitment — including
both financial outlays and labour amount,

= emphasising natural unique features of a regiosistantly and coherently, in respect
of all marketing activities,

= basing the idea of positioning on marketing redeaesults that refer to a current and
intended image of a territorial unit,

= orienting oneself to a specified target audieneeifients of marketing activities who
are sensitive to referencing to natural attribytes)

= |ooking for one’s own, unique idea for making agaadistinctive — deciding not to
copy solutions used by other territorial units,

= creating a unique selling proposition (USP) acamydio real (and not imaginary)
attributes of a city or region,

= generating citizens’ support for the idea of positng which has been chosen.

2 polish sloganTorwi. Gotyk na dotyk’tontains words gotyk(gothic) anddotyk(a touch), which rhyme with
each other.

13 polish slogan “Cieszyn — Ciesz €ieszynem” represents a play on words, in wii@szyn(a proper name,
the city in southern Poland) sounds similarly te #ordsCiesz st (enjoy) andCieszynen{the instrumental
case of the noun).

4 polish slogan “Rybnik. Miasto z itis a pun, sinc&®ybnik(a city in Silesia Province), whose name connotes
ryba (a fish), creates an amusing relationship withvtloed ikra (spawn = the eggs of fish). Additionally, the
Polish phrase “Miasto z it meansA city with spirit
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A proper positioning is a relevant element of effex city or region brand manage-
ment. As the market practice proves — the positigian be based on natural attributes.
However, in order to make this action effectivanitst be implemented in a well-thought-
out manner, regarding the above-mentioned detentsra territorial brand positioning.
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WALORY PRZYRODNICZE JAKO PODSTAWA POZYCJONOWANIA
POLSKICH MIAST | REGIONOW

Obecnie coraz e#ciej wizerunek marki jest waiejszy od rzeczywistych cech produk-
tu. Zajcie wyrazistego miejsca swiadomaci adresatéw dziafamarketingowych staje i
zatem jednym z gtdwnych wyzwadla wspéiczesnych marek. Taka sytuacja ma miejsce
réwniez w przypadku miast i regionéw, rywalizgych miedzy sol o przycagniecie tury-
stéw, nowych mieszkaedw, studentéw lub inwestoréw. Dla jednostek tetiglaych jed-
nym z maliwych obszaréw poszukiwania wyndikow (tzw. unikalnej propozycji sprzeda-
zy) jest ekologia oraz wyjkowe walory przyrodnicze. W zawiku z tym w artykule podda-
no analizie zakres wykorzystania tych atrybutéwypppzycjonowaniu polskich jednostek
terytorialnych. W tym celu przywotano symbole offzasta promocyjne wybranych miast
oraz wszystkich wojewédztw (dla nich bowiem najnigjszymi elementami pozycjonowa-
nia @: nazwy, symbole i slogany). Odniesiong tkze do istoty samego pozycjonowania
oraz cech i determinant jego skutecmmoScharakteryzowano grgmsob, kitdra jest podat-
na na odwotywanie siw dziataniach promocyjnych do ekologii i waloréwzprodniczych
W podsumowaniu zidentyfikowano czynniki decyghg o skuteczn@i pozycjonowania,
opartego na wykorzystywaniu przyrodniczych atrylbwujédnostek terytorialnych.

Stowa kluczowe walory przyrodnicze, ekoturystyka, marketing terialny, wizerunek
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The article researches theoretical and methodataidations of cognitive analysis and
semistructured economic systems’ modeling, problehisproving of existing methodical
approaches to diagnostics of probability of enisgs’ bankruptcy through the use of fuzzy
cognitive model. Cognitive diagnostic of probabil@§ bankruptcy is aimed to obtaining
knowledge of processes of business entity’'s am#wvibased on a study of quantitative and
qualitative indicators with a purpose to assesh batrent and future state of an enterprise
base on accounting and reporting data as well psreappraisal.

The result of cognitive diagnosis is to determihe probability of enterprises’ bank-
ruptcy based on integral indicator of probabilifybankruptcy, which reflects the manage-
ment level in five directions, namely: the managetievel of fixed and circulating assets,
personnel, financial resources and level of culbafrenterprise. Is proposed to conduct cog-
nitive diagnostics of probability of enterprisesrkruptcy in two directions, namely: Q-
diagnostics, based on an assessment of finanai@rpmnce, and V-diagnostics, based on
the research of non-financial verbal indicators.

Cognitive modeling makes it possible to solve protdef a conceptual nature, to make
managerial decisions that will provide the businessty with competitive advantages in
future. A characteristic feature of the model ofmitive diagnostics of probability of enter-
prises’ bankruptcy is that it is based on antidgigatmanagement concept, it can help to not
only to determine the probability of bankruptcyaobusiness entity, but also to investigate
the main factor of bankruptcy in the perspectivd afentify ways to improve the level of
this factor. Using this model, enterprises will woily assess the probability of bankruptcy
today, but also to prevent the bankruptcy of ecan@mtities in the future.
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1. INTRODUCTION

The current stage of development of Ukraine’s eaonds characterized by a crisis
phenomena in the economic system at its differemtls. The largest number of crisis
situations observed precisely at the microecondmel. Today particularly noticeable
significant deterioration in financial condition ehterprises, increase in the number of
loss-making business entities. In Ukraine crisigesbf many enterprises due to the mis-
match of their financial and economic parameterthefcurrent situation, which, in turn,
is caused by the wrong strategy, inadequate orghmiv of business and, as a conse-
gquence, a weak adaptation to the demands of thieeinar

Under such conditions the problem of developinghmeéical bases of diagnostics
probability of bankruptcy of economic entities aicga nationwide character. This is due
to fact that bankruptcy of the enterprise has negatonsequences not only for its own-
ers, but also for business partners, employeeshanstate as a whole in connection with a
further imbalance of macroeconomic system. In aolditfrom the objective assessment
of the probability of bankruptcy depends the cdsthe enterprise, its investment attrac-
tiveness, effectiveness of sanation or restruagurin

Given that the occurrence of crisis phenomenaénethterprise is a threat to the very
existence the enterprise and is associated withiliEncapital losses of its owners, the
probability of occurrence of crisis situations slibbe diagnosed at the earliest stages
with a view to timely opportunities to neutralizeem. Therefore the development of me-
thodical approaches to the early diagnostics aretoawne the crisis phenomena in the
enterprise deserves of great attention both foptlrpose the theoretical research and the
practical use. Awareness of crisis situation ondhdiest stages of its development will
enable timely and purposefully to respond to tledgtappropriate measures.

Today for Ukraine the problem of sustainable deprlent of enterprises in a global
economic crisis continues to be extremely urgeetalse in terms of the economic crisis
generally majority enterprises running at a lossyaell as there is a large part of the com-
panies that are on the edge of bankruptcy or omstdge of initiation of bankruptcy cases
[1]. Namely accurate and timely identification cdgative factors of influence on the fi-
nancial and economic activities using the toolsridis management the enterprise is a
guarantee emerge from the financial crisis. In ifprepractice has developed various
techniques of management the crisis phenomenaeaimtbroeconomic level, but they
cannot be completely transferred to the nation@nsific and practical activities, as thus
not taken into account sectoral specification fiomihg of domestic enterprises, condi-
tions of the economic and the tax legislation, deeelopment trend of the economy of
Ukraine as a whole.

2. THE RESEARCH METHODICAL BASES OF COGNITIVE DIAGN OSTICS OF
PROBABILITY OF ENTERPRISES’ BANKRUPTCY

In order to diagnose the probability of enterpsskankruptcy, mainly financial indi-
cators are used nowadays. However, this informasioot always unbiased and sufficient
for effective diagnostics. In the process of manafjdecision making there often appears
a requirement in obtaining non-financial informatiamportance of which is increasing in
competitive environment. Beside profit making armpitalization increasing today it is
important, in particular, to conquest the marked am obtain competitive advantages.
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Therefore, along with financial indicators, nondfitial indicators of probability of enter-
prise’s bankruptcy shall be considered in diagessti

Financial indicators taking source in the accoumsystem show only the results of
previous financial activity of an enterprise and cet be used for appraisal of its future
financial opportunities. Making focus on the fineéndicators often results into the fact
that business processes, development processesaditaining area of an enterprise are
not being studied. There emerged a necessity adldpment of more complete and effec-
tive methods to diagnose the probability of entsgis bankruptcy.

Due to the need for comprehensive study of entgfriactivities, it would be sub-
stantiate to consider the diagnostics of probahilitthe enterprise’s bankruptcy as cogni-
tive diagnostics. Cognitive diagnostic of probakilbf bankruptcy is aimed to obtaining
knowledge of processes of business entity’s a#vibase on a study of quantitative and
qualitative indicators with a purpose to assesh botrent and future state of an enterprise
base on accounting and reporting data as well psreappraisal. The system of cognitive
diagnostics of probability of enterprise’s bankmypts based on the cognitive structuring
of knowledge about the object; it is used in cas@amplete statistical information, and
widely applies to expert polls [2].

Given the above, it is proposed to use cognitivagaostics of probability of enter-
prise’s bankruptcy in two ways, namely:

— quantitative diagnostics (Q-diagnostics) of thebability of bankruptcy basing on
an appraisal of financial indicators;

— qualitative diagnosis (V-diagnostics) of the mbitity of bankruptcy basing on the
study of non-financial verbal indicators.

Today it is important to work out the issue of fic&@l and non-financial indicators’
combination in the bankruptcy diagnostics of eniegs, taking into account cause-and-
effect relations between performance indicators leyd factors. Indicators that measure
the goals achieved, and indicators showing prosaesspiired to achieve these goals shall
be consistent, because in order to achieve thesgfm example, increase net income
from product sales, it is necessary to implemeatitidicators describing ways to reach
these goals, i.e. to achieve greater loyalty froendxisting customers and to increase their
number.

For countries with transitional economy there isoanmon situation where business
records show that a company with such level ofqgrerhnce cannot perform its activities
at all, though the enterprise has been effectifahctioned and developed for years.
Sometimes it is the opposite situation, when armss entity has standard performance
indicators, but after a short period of time ielsninated.

Thus, in Ukraine it is substantiated to performgdiastic analysis of the probability of
enterprise bankruptcy in combination with econoanid financial indicators with a num-
ber of subsidiary factors, e.g. along with the diative indicators and qualitative infor-
mation it is important to consider financial indioes and indicators describing the level
of management in the enterprise as well.

Moreover, the process of managerial decisions ngaédmmicro level shall be based on
the results of modeling of complex systems usirggrtiethods of program-oriented, cog-
nitive, systemic approaches, methods of situatinadeling and decision-making, as well
as cognitive information technologies. Today, thstem analysis is quite effective in the
study of social and economic systems.
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3. THE USE OF COGNITIVE APPROACH FOR SEMISTRUCTURE D ECO-
NOMIC SYSTEMS MODELING

Complexity and interrelatedness of problem situetiin enterprises necessitates the
development of complex, multi-level models, devehemt of which is quite time-
consuming process. The effective method of overngrthiese difficulties is using cogni-
tive models.

Thus, the pre-condition to apply the cognitive agmh in enterprise management is
the complexity of analysis of processes and maielggecisions’ making [3]. In man-
agement performance it is required to use the ndelbgy considering the variability of
the environment and enabling forecasts of probldtuation’s occurrence, taking
measures to reduce the level of risk and unceytaintcognitive analysis and modeling
technologies’ basis there are methods of cogniijpegnitive task) structuring of
knowledge about the subject.

The analysis of the complex social and economitesys functioning, development
of strategies for their sustainable improvement asgkbssment of the impact of manageri-
al decisions it is reasonable to perform using dgh models and mechanisms of eco-
nomic diagnostics such as cognitive technology ctvhinvolves modern technologies of
system analysis enabling experts’ knowledge stringju formalizing the processes of
qualitative and quantitative modeling of complestsyns’ (e. g. social and economic sys-
tem) behavior. Cognitive modeling’s technology ismadern informational technology of
system analysis including methods of expert assessnmethods of set-theoretic and
statistical description of the object, methods i@pdp theory, decision making theory, sta-
bility theory and methods of scenario modeling ogrative charts [4].

It should be noted that most of the social and enoa systems are semistructured.
This system type includes systems, which parameigisiaws of behavior are described
mainly on a qualitative level, and changes of sygb@rameters may result into unpredict-
able changes in its structure. Thus, modeling ohgystems and their management using
traditional approaches based on analytical desonipir statistical surveying of depend-
encies between the input and output parameter®ngplicated and often impossible.
Therefore it is necessary to access the subjentiv@els based on information obtained
from experts and processed base on thinking, iatuénd heuristics.

It shall be noted that the economic system areufedtwith a large number of ele-
ments, relations between them and the externat@mwient, presence of various uncer-
tainties including the deficit of complete inforriwat on the mechanism of their function-
ing, inaccuracy of quantitative and qualitative igigeals, uneven development. Therefore,
considering the problem of forecasting of complggtems’ development and their man-
agement these systems are usually defined as sechised. Simultaneously the need to
study processes in complex systems requires ctgantsic and research methodology.
Integration processes in science and up-to datetey of interdisciplinary approach
determine necessity of integral methodological ey’ development. In recent years
there appeared a number of theoretical and practiodies based on the cognitive ap-
proach [5].

Both cognitive approach to subjects of study anghaorse technologies are promising
for the development of managerial decisions devakt in the area of ensuring the eco-
nomic security of a complex system. Cognitive asialyand modeling are essentially new
elements in the structure of systems supportingsilecmaking. Today there is sufficient
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number of projects developed in different operatingas based on cognitive technologies.
Using cognitive technologies in the economic amgbées prompt development and justi-
fying of economic development strategy for a conypeonsidering changes of the exter-
nal environment. Using cognitive modeling techngladjows feed-forward control, pre-
venting potentially dangerous situations’ transfation into threatening and conflict, and
when they occur, to make substantiated decisions.

For semistructured economic systems modelingdpjzropriate to apply to the cogni-
tive approach aimed to enhance the intellectuatgsses of a person, who makes deci-
sions, and support him/her in fixing his/her visiohthe problem situation in a formal
model. Cognitive chart of situation is such a formedel. Multifaceted process, their
interrelationship disabling detailed study of certsssues and requiring their analysis in
the aggregate, lack of sufficient quantitative mfation about the dynamics of processes
resulting in switching to qualitative analysis, aratiability of the processes’ nature in the
course of time are the preconditions for cognitiygroach application to complex eco-
nomic systems.

In the study of semistructured systems it is cooapid to apply traditional economet-
ric approach to analysis of processes supportivgldpment of integrated management
solutions. Reasonable alternative to the traditiap@roach in this situation may be cog-
nitive modeling as a set of methods for obtainimggalyzing subjective expert judgments
of the processes of semistructured situations’ tianmmg and methods of management
strategies for such situations [6].

Technology of cognitive analysis of economic systeemables direct including of
cognitive theory models and methods into the pmaggievelopment and decision mak-
ing on system’s management; it provides new oppdi&s for studying the processes in
the given system in case of uncertainty and rislelimg in the system’s functioning. Us-
ing the technology of cognitive modeling in thedstwof economic systems requires the
following conditions:

— ensure the collection of data necessary andcgiiti for development of the struc-
ture of cognitive model, with experts involved;

— selection of key concepts (parameters), both tifatively and qualitatively specify-
ing the subject of a study in the subject area;

— definition of relations and connections betwe®n defined key concepts, as well as
vectors of parameters specifying the subject afidys

— ensuring the development of the structure ottigmitive model based on one of the
formal (informal) data and knowledge specifying ratsgl

— analysis of relations and correlation dependerostween the selected concepts (pa-
rameters);

— sets of parameters should not be contradictowy tlae resulting structure of the cog-
nitive model shall meet the purposes, requiremamntsrestrictions developed with respect
to the subject of a study;

— implementation of the practical use of the cdgeimodel, filling the resulting struc-
ture with the parameter values;

— accumulation of information about the subjectrefearch as an integrated system
and its elements, the analysis of the adequacyirdachction parameters describing dy-
namics of the subject’s functioning;

— processing of aposterior statistical data of nindeand developing conclusions
about the effectiveness of the subject of a stughegally and particularly;
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— formulation of objective conclusions based oradditained from various subject ar-
eas’ perspective;

— definition of tasks on cognitive model’s stru&umprovement considering the re-
sults of subject interpretation and study of dyranaf researched situation.

In the process of the cognitive model’s structurinig necessary to identify a set of
properties specifying the subject of a study frdwa prospect of particular aspect; repre-
sent each feature type as a set of elementaryrésatund each elementary feature of the
subject of a study to be defined as a vector chrpaters. Thereafter elementary parame-
ters constituent the basis of each vector of patermare defined.

4. DEVELOPMENT OF THE MODEL OF COGNITIVE DIAGNOSTIC S OF
PROBABILITY OF ENTERPRISES' BANKRUPTCY

Considering semistructured, multidimensional anttrielationed nature, deficit of
sufficient quantitative information on a processamics typical for managerial decisions
making in enterprises, the most appropriate metfi@study and decision making would
be the method of cognitive charts and methods ghitiwe modeling. Cognitive structur-
ing of information is a useful tool for semistruatd problems studying, providing their
better understanding, and supporting in identificatof contradictions and qualitative
analysis of economic systems. The main advantagfeeofognitive approach is the possi-
bility of cognitive modeling methods improvementthwbther methods on any stage of a
study of the social and economic systems.

Cognitive model of information analysis enablesdging the interrelations of quanti-
tative (measurable) and qualitative (immeasuraflalefprs that influence the stable devel-
opment of enterprise. This analysis is based orgthphic and the set-theoretic descrip-
tion of economic systems by means of cognitivecstiming of the subject and its external
environment, when the subject and the externarenmient are not clearly differentiated.

The source concept of the cognitive modeling of plem situations is the concept of
cognitive chart of the situation. Cognitive chafttbe situation is a weighted directed
graph; nodes of the graph stand for the basic factbthe situation, in the terms of which
the situation processes are described; the graghindies definition of direct relations be-
tween the factors through the review of cause-dfetts chains describing the influence
spread of one factor upon the other factors.

Cognitive chart represents only the fact of théuirice of factors upon each other. It
does not provide neither detailed description @hiture, nor the influence dynamics de-
pending on the situation changing, or the tempadhnahges of the factors. In order to con-
sider all the circumstances above, it is requicedpply the lower detail level of structur-
ing of the information presented in the cognitiveu, i.e. the cognitive model. On this
level each relation between the cognitive chartofiacis described in respective formula,
which may include both quantitative and qualitatiggiables. Whereby the quantitative
variables are presented as numeric values. Eadhadjwa variable is assigned to a set of
linguistic variables reflecting various states lod fjualitative variable, and each linguistic
variable corresponds to a specific numerical edentan the scale [0, 1]. Accumulation
of knowledge about the processes occurring in iengsituation enables further detailed
studying of the nature of relationships betweernofac Technically, cognitive model of
the situation may be, as well as a cognitive chrapresented by a graph, but each arc in
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this graph represents particular functional retahip between the basic factors, i.e. the
cognitive model of the situation is described vetfunctional graph.

The following sequence is used to develop a cognitiodel of the problem situation:

— selection of the factors defying the problematitan: definition of the basic factors
describing the nature of a problem; identificat@frfactors influencing the target factors
and definition of factors-indicators describing ffrocess development in a problem situ-
ation;

— by blocks grouping of factors: selection of imgndicators in the block, changing
of which enables conclusion making on general sencthis area; identification of fac-
tors within the block providing detailed descriptiof trends and processes in this area;

— determination of relationships between the factatentification of links between
blocks of factors, definition of the direct linksthin a block of factors;

— checking of the adequacy of the model, i.e. caimgabtained results with the sys-
tem characteristics defined in the past with simitéial conditions.

Thus, the main stages of development of a cognitiedel for problem situations are
the following: identifying the most essential fact¢hat provide sufficient description of a
problem situation, definition of cause-and-effeaitions between identified factors; base
on expert conclusion of development of weight nxaflor relations’ definition; direct de-
velopment of studied situation’s cognitive modehaslations’ weighted directed graph [7].

The basis of cognitive analysis and cognitive miodels a cognitive structuring of
knowledge about the subject and its external enwient, where the subject and the ex-
ternal environment are not clearly differentiat€tde purpose of this structuring is to iden-
tify the most significant (baseline) factors andl&dine qualitative (cause-and-effect) rela-
tions between them. Interrelations between theofacts presented as cognitive chart
(model), which is a sign (weighted) directed gré®h Thus, the cognitive chart is a tool
of structuring and supporting of managerial decismaking in case of the absence of
sufficient statistical information requiring expagpraisal to use standard methods, and it
is a group of directed factors showing and expfajrthe development of processes in the
studied area and their influence on the variousieigs of the cognitive chart.

Analysis of different mathematical models provest tim order to develop a model, it
is reasonable to use the apparatus of directedhgréghgraph) to utilize the expert
knowledge. Directed graph G = {X, U} is an ordengair (X, U), where X is — an empty
set of objects — nodes (concepts) of the graph thithmost essential factors assigned as
the graph’s nodes; U is a set of ordered pairsl@hents of X, U = {x, y}LI X X X

called the arcs of the digraph, i.e. an arch iedifrom the nod&; to the nodeX;, if
changing ofX; directly influencesX; One of the most important aspects of the modeling
process is to identify relations between subjdtisir direction and influence. Digraphs’
visuality and simplicity make it appropriate to ubkés type of modeling for multicompo-
nent systems. Moreover, this apparatus enablespuiating both qualitative and quanti-
tative types of data.

Using cognitive analysis for diagnostics of a ptaibity of bankruptcy is substantiated
due to the large number of interrelated factoreadiifig the financial state of an enterprise
to be considered, as well as the insufficiencyafplete information about these factors,
or relations between them. Cognitive modeling eesbletailed high-quality prompt eval-
uation of a problem situation; analysis of the malitmfluence of operating factors that
determine possible scenarios of development ofangsituation; identification of trends



80 L. Kozak, E. Bakulich, V. Ziuzina, O. Fedoruk

of its development; definition of possible methaddusiness entities’ cooperation in the
economic system for its directed improvement; dewelg and proving of problem situa-

tion’s management direction; select available wafyimfluence upon the situation consid-

ering the results of managerial decision makinggr@tive modeling is performed on a

stage basis. Initial stages require approval obrecepts’ list, causality relation between
them and causality relation’s values. In order éwadop a cognitive model of a subject,
expert methods, statistical analysis methods, piavs of economic theory can be used.
Upon development of a cognitive model there is adehanalysis stage involving its

structure research and scenario analysis. Reseémlstructure consists of definition of

routs, ways and cycles of a graph model enablirdyars of cause-and-effect relations. It
shall be mentioned that semistructured nature efetonomic systems results into the
complexity of cause and effect chains’ analysis.

The advantage of the cognitive model is the faat ttsing graphs enables combining
various indicators into a whole, and the indicatmas be both quantitative and qualitative.
It is possible to analyze the system improvemearids in any direction and to select the
most efficient method. It shall be also noticedt tiigraphs’ apparatus is the most effec-
tive for hardly formalizing factors [9].

Classic cognitive models are developed into fuzagnitive models considering the
fact that interinfluences between the factors tedufrom the cause-and-effect relations
may be of different intensity, while the intensiby any influence may change in the
course of time. Thus, the concept of fuzzy cogaitbhart is put in, which can be repre-
sented as a weighted directed graph. The nodéeafraph correspond to the factors, and
the arcs are the cause and effect relations bettheem, while the weight of each arc cor-
responds with the intensity of respective influence

Given the availability the urgent need for an addguassessment of the subjects of
business activity, model of cognitive diagnosti€pmmbability of enterprises’ bankruptcy
was developed, which is presented in a general forfig. 1. According to this model,
the process Q-diagnostics of probability of bankeymf economic entities comprises the
following three successive stages:

I. Determination of the probability bankruptcy bEtenterprise.

Il. The research by experts of the main factorarfkyuptcy in perspective.

ll. Identifying ways to improve the level of theain factor of bankruptcy in perspec-
tive.

V-diagnosis performed on the basis evaluation ¢dégral indicator the probability
bankruptcy of the enterprise, which includes thenfation of nonfinancial verbal indica-
tors, computation of aggregated indicators, theuation of integral indicator, imple-
mentation the procedure for its recognition, aniding a fuzzy cognitive model of diag-
nostics of probability of bankruptcy based on tihentified cause-and-effect relationships
between factors of bankruptcy and a certain intgrdithe impact of these factors, which
is served compiled as a weighted directed grapgh @i[10, 11].

In order to develop a fuzzy cognitive model experte methods of analytical pro-
cessing directed to the system’s structure studgimdjobtaining forecasts of its develop-
ment considering various influences with the puepokeffective management strategies’
synthesis. At the stage of constructing fuzzy ctigmimodel is necessary to specify the
interconnections and mutual influences of extradsadors of the problem situation. In-
terconnections of factors that are not supportedljgctive reasons, are concretized with
the involvement of experts on the subject areandfiizzy cognitive models enables re-
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solving of a range of hardly formalizing tasks egieg on various stages of managerial
decision preparing and making process currentlyesbbn a qualitative level using intui-
tion and vague judgments.

Cognitive approach to the modeling in process demmise management is used,
when there is deficit of statistical informatiom,ibis impossible to describe problem situ-
ation features using metric scales, which redulseseffectiveness of, or disables the ap-
plication of statistical analysis methods for tlutiaties of business entities. At the same
time the fuzzy cognitive modeling even in case dilability of statistical estimation of
enterprise activities enables visualization ofta# elements of a problem situation and
relations between them, which certainly providegdseunderstanding of the internal and
external processes in the enterprise. In additognitive modeling makes it possible to
solve problems of a conceptual nature, to make gexie decisions that will provide the
business entity with competitive advantages inriutu

In order to obtain non-financial information in tpeocess of cognitive diagnostics of
the probability of enterprise bankruptcy, it is tairsed to use the expert poll method,
which is one of the expert appraisal’s stages. fJimpose of the expert poll is to obtain
the expertise and encode it into the proper shaeepreted using the developed mathe-
matical apparatus. It is believed that the opirabthe expert group is more reliable than
the opinion of an individual, which explains thepptarity of group interviewing tech-
nigues. The main advantage of these methods igab&bility of comprehensive analysis
of quantitative and qualitative aspects of the polh and the disadvantage is that even
opinions of experts of similar area may differ. ®abtained within the poll is no always
available in written form or opened for the diretiserving. Verbal information obtained
through this method is much richer than the nom&kone; it is more sufficient for the
quantify processing and analysis enabling usingoshputer technologies for these pur-
poses.

It should be noted that the advantage of fuzzy itmgnmodel is the fact that using
graphs enables combining various indicators intechale, and the indicators can be esti-
mated both quantitative and qualitative. Digrapapparatus is the most effective for
hardly formalizing factors. Specific feature ofhy cognitive models is their visibility; in
addition, fuzzy cognitive models contain a smalinier of basic factors and the relations
between them showing main rules and laws of theasgn development. Fuzzy cognitive
models including a large number of factors losér thisibility that result into decreasing
of the efficiency of this analysis. In a broad serizzy cognitive model is a problem
model describing its main factors.

A characteristic feature of the model of cognitdiagnostics of probability of enter-
prises’ bankruptcy is that it is based on antidgigamanagement concept, it can help to
not only to determine the probability of bankruptifya business entity, but also to inves-
tigate the main factor of bankruptcy in the persipecand identify ways to improve the
level of this factor [12]. Using this model, entaggs will not only assess the probability
of bankruptcy today, but also to prevent the baptay of economic entities in the future.
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5. CONCLUSIONS

Thus, for hard formulating processes, their foréogsand support of decision making
it is advisable to use fuzzy cognitive model. ltgleniable advantage over other methods
is the formalization of quantitatively immeasurafdetors, ability to operate with incom-
plete, unclear and even contradictory informatibime apparatus of fuzzy cognitive model
that is based on a combination of cognitive modeéind fuzzy set theory can adequately
analyze the systems and processes, taking intouatemcertainties, inaccuracies and
incompleteness of the source data. Applicatiorheftheory of fuzzy sets in the diagnos-
tics of the probability of bankruptcy enables innghent the statistical uncertainty, as
well as ones of linguistic nature, to make sciégmtibnclusion in the language of mathe-
matics base on obtained unclear descriptions.

It should be noted that the application of the psgnl model of cognitive diagnostics
of probability of enterprises’ bankruptcy will allofor the effective evaluation of the in-
ternal environment of the company, will contribtitethe timely identification of actual
and potential threats in the process of developin@conomic strategy, prevention of the
emergence crisis phenomena, support the sustaieatdeprise financial condition, stable
operation and development in the future.
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ZASTOSOWANIE ROZMYTYCH MODELI KOGNITYWNYCH
DO DIAGNOSTYKI PRAWDOPODOBIE NSTWA
UPADLOSCI PRZEDSIEBIORSTW

Artykut analizuje teoretyczne i metodyczne podstawgoznawczej analizy
i modelowanie systeméw ekonomicznych, problem pepréstniegcych podej¢ meto-
dycznych do diagnostyki prawdopodoiséva upadtéci przedsgbiorstw na podstawie
rozmytych modeli kognitywnych. Diagnostyka ta ma malu uzyskanie wiedzy
o dzialalndci przedstbiorstwa opartej na badaniach wshikdéw ilosciowych
i jakosciowych oraz danych ze sprawozdaw&zcoraz oceny ekspertow. Wynikiem po-
znawczej diagnostyki jest olélenie prawdopodobiestwa upadtéci przedstbiorstw, ktory
opiera st na wskaniku prawdopodobigstwa upadtéci, ktory odzwierciedla poziom za-
rzadzania w piciu obszarach, a mianowicie: poziom kierownictévodki trwate i kapitat
obrotowy, zasoby ludzkie, zasoby finansowe i pozidultury przedsibiorczdci.
W artykule zaproponowano przeprowadzenie poznawdiagpostyki prawdopodohistwa
upadigci przedsibiorstw w dwdch kierunek, a mianowicie: Q-diagnéstyw oparciu
o ocer wynikéw finansowych i V-diagnostykw oparciu o badania wskaikow niefinan-
sowych werbalnych. Modelowanie poznawcze pozwalarsmviazanie probleméw o
charakterze konceptualnym, sjudo podejmowania decyzji zadczych, ktére zapewsni
podmiotowi gospodarczemu przewagonkurencyja w przyszigci. Charakterystyczn
cechy modelu diagnostyki prawdopodobswa upadtéci przedsibiorstw jest toze opiera
sig ona na antycypacyjnej koncepcji zgizania, maee pomoc nie tylko w celu oksienia
prawdopodobigstwa upadiéci jednostki gospodarczej, ale takw celu zbadania gtéwnego
czynnika upadiéci w perspektywie i identyfikacji sposobow popravppziomu tego
czynnika. Wykorzystujc ten model przedgiiorstwa Ileda oceni@ nie tylko
prawdopodobigstwo bankructwa dgj ale take aby zapobiec upadit podmiotow
gospodarczych w przysza.

Stowa kluczowe: rozmyte modele kognitywne, upaép przedsibiorstwo,
diagnostyka prawdopodolsistwa
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THE PECULIARITIES OF KNOWLEDGE
MANAGEMENT IN ENVIRONMENTAL PROJECTS

The paper presents investigations on the applicatib projects and programs on
management methods to solve the problems of nawmmservation. The analysis of the
types of knowledge required for environmental prtgeimplementation showed the
necessity of the basic knowledge in ecology angeptananagement. The realization of the
project can be successful if this knowledge isgraged. Thus, in order to achieve long-term
ecological targets the processes of project managei@M) must be developed on the
basis of environmental management (EM) approadfesintegrated model PM+EM gives
the opportunity both to administer the projectlitaad to determine the potential influences
on the environment in managerial decision makingcesses. In order to increase the
efficiency of such projects and programs managentéstreasonable to use the universal
methods of knowledge and knowledge areas managedetatmined by PMI (Project
Management Institute). This approach allowed temheine the peculiarities of knowledge
management in environmental projects. As a resdt features of different types of
knowledge for environmental projects realizatiornvéhdeen analyzed, the processes of
knowledge management as specific resources of@magntal projects management have
been described and the extended model of knowledgeagement in environmental
projects has been formed. Such a model gives theramity to create and introduce the
efficient project management system for achievimgtegic and operational targets of the
project, to increase its success, to reduce thersgs and negative environmental impacts
and to acquire new knowledge for efficient enviremtal project management.

Keywords: environmental projects, management of knowledg®logy, system of
project management

1. INTRODUCTION

As the environmental impact caused by technologgreimses, more and more
investigations are devoted to the application afjguts and programmes management
methods to solve the problems of nature consemvafitost projects dealing with the
development of industry, infrastructure and agtimal are potential sources of pollution
which have a negative impact on the environment.otder to achieve long-term
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environmental targets project management (PM) mse® should be developed on the
basis of environmental management (EM) approaches.

The successful introduction of environmental manag@ techniques allows to
determine the potential negative impact on therenment. The impact can be evaluated
so that it can be avoided or reduced due to thegd®in the project plan. The overall
environmental impact is specified, all resultingéfits and expenses are evaluated, and
the value of revenues and expenses is determined.

The combination of project management techniquek earvironmental management
techniques allows to realize project managementqsses based on Deming cycle of
continuous improvement [1]. In this case, the pbgan be defined as the environmental
one, namely as a unique activity that has its beg@and its end in time. And it is aimed
at achieving previously determined environmentdea$, creating a certain unique
product or service that will cause the reductiomefative environmental impacts. The
given resources, terms, environmental indicataug)ity requirements and the acceptable
risk level, including the ecological one are lindifR]. The result of environmental project
is the change in the state of the environment wbharthbe expressed in specific values of
ecosystem parameters. They include: the reducfiamnful substances in the air, water,
and soil; the reduction of generated waste; theeafgublic environmental awareness, etc.
The integrated model will allow to administer theoject and also to determine the
potential environmental impacts at separate stafproject life cycle.

One of the problems that significantly reduces éfféiciency of such projects and
programmes management is the lack of universahtgabs of knowledge management
and knowledge areas management, defined by PMje@rglanagement Institute), taking
into account environmental changes. Such methdds &b select the projects and their
management with minimal environmental damage.

2. THE ANALYSIS OF CHARACTERISTICS OF KNOWLEDGE TYP ES FOR
ENVIRONMENTAL PROJECTS REALIZATION

Philosophy sources define knowledge as the reduleality cognition, its adequate
representation in the form of ideas, concepts,iop#) and theories.

In philosophical dictionary “knowledge” is defines “a representation of objective
attributes and relations of the world” [3].

Knowledge is the informative basis of intelligegs®ems as they always compare the
external situation with their knowledge and follatwwhile making decisions. Equally
important is the fact that knowledge is the systé&rad information that can be somehow
enlarged and based on which you can get new infimmd.e. new knowledge.

Environmental project is aimed at solving a defirétological problem. Management
of such a project, therefore, needs a set of enwiemtal knowledge.

Matviychuk A.V. [4] believes that environmental kmedge is the result of human
cognitive activity as a reaction to the environmedbtvironmental knowledge can be
regarded as the ability of the purposeful intecactf a human with the environment. And
in the aggregate of these two aspects it can bsidened as a certain pattern of behavior
in the environment.

Environmental knowledge is formed by a complex esystf different structured sets
of facts, patterns, theoretical constructs, imagascontribute to overall impression about
the environment and man's place in nature. Theludec specialized knowledge of
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Environmental legislation, Environmental managemeartd Nature conservation;
knowledge about the processes occurring in the sihwre, water, soil under the action
of harmful and hazardous substances. The knowledfgeEnvironmental safety,
Environmental Audit, etc. is also important. Thew@rity of environmental knowledge
is an unscientific component which has a low leeél conceptual and theoretical
organization, but to a large extent is determingd Bevel of social organization.

Unscientific components of environmental knowledge:

- practical experience, mythological ideagl draditions; this knowledge can be
regarded as the necessary basis of logical forresvifonmental knowledge;

- pre-environmental knowledge which embodres output “self-evident” picture of
the reality; it denotes nature with the help of sofmetaphysical” (basically socio-
cultural) images; this knowledge gives certain pption, interpretation of the
environment and one’s place in it;

- personal environmental knowledge which barregarded as a result of intellectual
dedication in the process of mastering the natwald; it is based on active principle
which relies on the surroundings, environment, aatdire;

- emotional environmental knowledge acquibadindividual mental reality within
which understanding and experience have no cogniiiritations and complement each
other; the cognition process, which includes emmaioenvironmental knowledge, is
characterized by implicating irrational and romerititudes in epistemological search.

It can be concluded that a person’s awareness asithifation of environmental
knowledge means understanding its importance fadystg and protecting the
environment and its internal connections. It alseans the ability to analyze and
compare, to prove and generalize, to evaluate afuaie. Modern environmental
knowledge is thinking which is based on a defimiterldview. And ecological worldview
is the idea about the structure and functions ¢direa about the world which exists and
operates regardless of whether a person is a p#roo not, the interaction with which
leads to objective knowledge. One of the functioh®nvironmental knowledge is the
ability to determine effective methods of solvingolplems related to environmental
changes. In our opinion, the most effective metbbdolving the problems concerning
environmental improvement is to apply projects prajrams management techniques.

It is known that PMBoK (A Guide to the Project Mageanent Body of Knowledge)
describes project life cycle and organizationalcttires found in companies carrying out
the project [5]. The Guide determines process ggoupitiating, planning, executing,
monitoring and controlling, closing and their irgtetion with each otherKnowledge
environment (both project management knowledgeesmvitonmental knowledge) should
be created at each stage. Its aim is to promotevlkage exchange between the
participants of the environment thereby increasithg efficiency of the project
managementPMBoOK identifies nine areas of project managemamt & defines basic
and additional processes. The guide recognizeskmogledge areas — project integration
management, project scope management, project tmamagement, project cost
management, project quality management, projectamurasource management, project
communications management, project risk managememiject procurement
management. The standard is process-based. Imputtsuts, tools and techniques for
changing inputs into outputs are defined for eaciowkedge area. The interaction
between all the processes, which are included amdedge areas of project management,
is determined.
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The knowledge area of project integration managemecludes processes and
operations necessary to ensure that various elsnoéithe plan are properly coordinated
and integrated into all knowledge areas and ataties of project life cycle to guarantee
its success.

3. THE DESCRIPTION OF KNOWLEDGE MANAGEMENT PROCESS ES AS A
SPECIFIC RESOURCE OF ENVIRONMENTAL PROJECTS MANAGEM ENT

A great variety of definitions of knowledge managincan be found in the literature.
According to W.R. Bukowitz and R.L. Williams, “knd@dge management is a process
through which an organization generates its webdthing on its intellectual capital or
knowledge-based organizational assets” [6]. latdllal capital or knowledge-based
assets in this definition mean something that ésely related to people or arising from
organizational processes, systems and culture. iAmgl relevant to corporate image,
employees’ individual knowledge, intellectual prape licenses, and such structures
associated with knowledge as databases and tedieslosed both inside and outside the
organization. According to D. Zh. Skyrme, knowledg@nagement is a “clear and
systematic management of knowledge important foorganization and related processes
of management, collection, organizing, diffusiosewand exploitation in order to achieve
organizational goals” [7]. R. Ruggles argued thatdwledge management can be defined
as an approach to increase or create value thrinaghctive support of experience related
to know-how and knowledge of what and how to dd #ra equally existing both inside
and outside the organization” [8]. Hence, knowledgmagement covers a wide range of
activities related to wisdom or intellect of indivals and to diverse information used in
project activities.

Thus, knowledge management is the management agiptbat emerged because of
the need to take into account the peculiaritiekrafwledge as a resource. Approaches
applied to manage the other types of resourcessigdly material, financial) are not used
to manage knowledge because it has fundamentaleiif€es. For example:

1. A person transferring knowledge remains its owneknowledge can be
transferred unlimited number of times, and beiransferred it gets one more
owner.

2. Knowledge does not wear out, rather the oppositeing constantly used it
develops and becomes more valuable.

3. The possession is virtual and can be formalizegli@® and personalized (tacit);
other resources exist objectively.

There are explicit knowledge that can be put down paper, the other media,
expressed verbally; and implicit (tacit) knowledtfeat is personalized, for example,
intuition, subjective insights, ideals, values &wen individual’'s emotions.

Explicit and implicit knowledge is an essential gonent of the development of
knowledge management strategy. The purpose of latgel management is to build a
bridge between those who need knowledge and théwehave it. It is the interaction
between people (sharing ideas, decisions, relevdmtmation) that facilitates decision
making and effective management of increasing vekinof information within the
project.
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Knowledge management, therefore, can be defined psocess aimed at creation,
accumulation and application of knowledge in thejgxt. The criterion of its efficiency is
the ability of each project participant to gainuigd knowledge in time.

There are two main approaches based on the divididamowledge into explicit and
implicit:

1. Formalized knowledge management
2. Personalized knowledge management.

When creating new knowledge explicit and implicitokvledge interact due to the
processes of knowledge conversion. This modellisc&nowledge spiral [9].

The basic process of new knowledge creation is ggregation of individual
knowledge with organizational knowledge, i.e. theocialization of knowledge”. For
environmental projects individual environmental Whedge integrates into project
management procedures. Thus, it takes some fagmit is converted into concepts — the
process of “externalization”. In classification ¢fobination”) process it is important to
build a model, archetype of organizational knowkedgse. It is also important for this
organizational knowledge in the form of, for exa&plproject product, service, or
environmental change to reach the consumer — tieeps of “internalization”.

The specification of the spiral can lead to thenfation and development of
technologies for knowledge accumulation in envirental project. This process is the
basis for achieving the project success.

4. AN EXTENDED MODEL OF KNOWLEDGE MANAGEMENT IN
ENVIRONMENTAL PROJECTS

The purpose of forming the extended model of kndgde management in
environmental projects is to develop and implemamteffective project management
system. Hence, it will help achieve strategic apdrational goals of the project, improve
its performance, reduce costs, and reduce negativieonmental impact.

The systems model of knowledge management in emviemtal projects, including
inputs and outputs, model restrictions, controlliagd uncontrollable parameters, is
shown in Table 1.

Knowledge management in environmental project hassolve the following
problems:

1. Assessment of sufficient knowledge for tacticaksagerformance.

2. Assessment of necessary knowledge for strategisideanaking.

The first task brings to formalized knowledge masragnt. And it requires project
workflow system to be constructed to manage indigidprocesses (cost management,
risk management, quality management, etc.). For pmeject of environmental
management system implementation this is tfAardd the # level documentation. These
are special procedures, lists, instructions andrgihimary documents and documentation
of monitoring and control.
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Table 1. Systems model of knowledge managementiim@mental projects

Input X = {Xl, X2} , where X, is a set of environmental knowledg¥,

parameters is a set of project management knowledge

Output Y = f{x1 O XZ}, whereY is new knowledge as an integration|of

parameters project management methods and environmental marerge
methods

Restrictions U ={ul,u2,u3,u4,u5} , where U, is legal indicatorsy, is

social and political indicatorg/, is financial and economic

indicators, U, is organizational indicators ardi, is environmental
safety indicators

Controlling G :{gl, gz}, where g, is formalized knowledge management
parameters

g, is personalized knowledge management

Uncontrollable | y/ = {vl,vz,v3,v4}, where V, is subjective indicators of separgte
parameters

knowledge carriersy, is social factors caused by a low level|of

1%

administrative discipline; V; is financial risks of knowledg
management system introduction caused by externdl siate
factors;V, is force-majeure situations.

The second task is strategic management of enveatahproject, its integration and
scope. The example of knowledge management attthtegic level for the project of
EMS implementation is the development of environtakpolicy of a company, its goals,
objectives, EMS Manual and other documents estadisand controlled by top
managers.

The formation of new knowledge is based on thegi@igon of environmental
knowledge with project management knowledge. Tablshows the model for the
formation of new knowledge for effective managemeihenvironmental projects at the
strategic level.

The peculiarities of environmental knowledge ingigm for other knowledge areas of
project management at therganizational level For the development of project
management criteria it is necessary to use envieotah knowledge and to decompose the
problem to the local level as well as to choosebl@m solving method. With the
application of project management knowledge projpobduct and result can be
determined and a project from the project portfohm be chosen.

Project cost management takes place using environmental knowledge of cadéding
to environmental influences (permissions, quotdsgs) and project management
knowledge of financial aspects of project realmatibudgeting and cost control. It is
applied to resource expenses necessary for fimgstiia project. As a result it can be
determined that the peculiarities of investmentraation lie in applying clean
development mechanism and joint implementation @meism under the Kyoto Protocol
concerning the restrictions on greenhouse gas emsss
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Project quality management implies that environmental aspects are consideneldize
compliance with the requirements of environmentagidlation, standards, nature
conservation regulations is taken into accountjgetananagement knowledge allows to
ascertain whether project quality and project pobdjuality are up to quality standards
and whether preventative approach is used to gteauality assurance. The integration

of this knowledge facilitates the determinationamicordance with 1ISO 9000 and ISO
21500 standards.

Table 2. The model of integration of environmetktabwledge with project management knowledge

at the strategic level

. Project
Environmental
Integrated knowledge management
knowledge
knowledge
Understanding The determination of
the heart of the [> <::| project product and
problem. The result.
Understanding development of
the programme The development of
Tasks consequences 0|:> mission, <:| project or programme
activity or project realization indicators
5 'gaCt';"tyd_ strategy, and
naerstanding performance Projects and
the ways of - .
indicators. programmes portfolio
problem )
. formation.
solving.
Processes
The integrated environmente
Monitoring and changes control.
. All the processes of
control of the The influences on all :
. . project management are
Project state of the processes of project .
. ; . . combined and the
integration environment, the| management are taken intg . . .
; : . - . interaction of different
management | analysis of impact account in decision making. |
. : aspects of the project is
on the other The environment is an aspe - i
o : identified.
processes. that is included in every
process of decision making
The environment
is assessed with . Management is
The environmental changes .
every change and - . concentrated on project
) . affecting project scope, are ;
Project scope is broken down boundaries, the contro
. assessed, analyzed, and tak . o
management into components . d . of project activities
: into account in decision S
in every process : necessary for finishing
C making. :
of decision the project.
making.

Based on knowledge of environmental safety and eptojuncertainty and risk
managementproject risk management occurs. Identification, analysis, planning of
prevention or risk response measures are carriefbothis purpose.
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As for project procurement management it is necessary to use environmental
knowledge and to choose the suppliers with thedsglkevel of environmental safety. As
the suppliers are demanded to satisfy the requimtsmef environmental standards and
environmental aspects in their project activity afentified. Knowledge of resources,
products or services procurement management; thelugion of necessary contracts is
used for this knowledge area management.

Thus, the model of knowledge integration allowsd&iermine project strategic and
operational aims, the direction of their achievetnand to acquire new knowledge for
efficient environmental project management.

5. CONCLUSIONS

The analysis of the types of knowledge required @&mvironmental projects
implementation showed the necessity of the basmwmedge of Ecology and Project
management. The realization of the project can becessful if this knowledge is
integrated. Current knowledge management in pragalization is its specific resource
the study of which requires a systems approach. riibdel of knowledge management
allowed to form the systems model of knowledge rgan@ent in environmental projects.
The model includes inputs and outputs, model wgiris, controlling and uncontrollable
parameters. The peculiarities of creating new kedgk for efficient environmental
project management at the strategic and organimdtlevels were determined.
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CECHY ZARZ ADZANIA WIEDZ A W PROJEKTACH SRODOWISKOW YCH

W pracy przedstawiono badania nad zastosowanienmjekpdv i programow
dotyczicych metod zarglzania w celu rozwizywania problemoéow zwizanych z ochran
przyrody. Przeanalizowano cechy rodzajow wiedzyefdizacji projektow ekologicznych,
opisano procesy zaydzania wiedz oraz zargdzania zasobamirodowiska, utworzono
uogélniony model zamdlzania wiedz w projektach srodowiskowych. Taka analiza
wykazata konieczni@ podstawowej znajondoi ekologii i zaradzania projektami.
Realizacja projektu mi® by skuteczna jdi wiedza ta jest zintegrowana. Takewj w celu
osignigcia diugoterminowych celéw ekologicznych nal@pracowd procesy zamgzania
projektami, ktére to powinny opiefasic na podeiciu zaradzaniasrodowiskowego. Tak
zintegrowany model daje midvo$¢ administrowania zarbwno samego projektu, jak i
okredlenia potencjalnych wptywow narodowisko w procesie podejmowania decyzji
menederskich. Aby zwkszy skutecznéé takich projektéw oraz zagdzania
programami rozglnym jest korzystanie z powszechnych metod aglmemia wiedz
i obszaréw wiedzy oks&tone przez PMI (Project Management Institute). €aodejcie
pozwola na okrdenie specyfiki zargdzania wiedz w projektach srodowiskowych .
W rezultacie cechy éhych rodzajow wiedzy o realizacji projektéw &@dowisko mog
zostg przeanalizowane. Taki model daje #limwos¢ stworzenia i wprowadzenia
skutecznego systemu zadzania projektami do realizacji strategicznych ergeyjnych
celéw projektu w celu zwkszenia jego sukcesu, w celu zmnigejszenia kosztow
i negatywnego wptywu nérodowisko oraz w celu zdobycia nowej wiedzy do skahego
zarzydzania projektami ochronyodowiska.

Stowa kluczowe: projekty srodowiskowe, zarglzanie wiedz, ekologia, system
zarzydzanie projektami.

DOI: 10.7862/rz.2013.mmr.31
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THE ANALYSIS OF CHANGES IN MORTALITY IN
TRAFFIC IN THE EUROPEAN UNION COUNTRIES IN
THE PERIOD 1991-2011

The article presents the results of time-spacéysiseof selected aspects of road safety
in the European Union countries. The study horizovered years 1991-2011. Data for the
analysis were obtained from the databases of Eatr@sid related to the number of
accidents and the number of people killed and @gun road accidents. The raw values of
these attributes were converted into intensitysragainst the number of inhabitants. The
rest of the work presents in a graphical form #mkings of EU countries according to road
safety in 2011 based on the rate of accidentstiggwand the killed in terms of the number
of inhabitants. Since the rankings were charaadrizy a very low similarity of results, it
was made a critical assessment of the reliabifitgata on the number of accidents and the
number of people injured published by EUROSTAT. #mtigular, it was shown that these
data are not comparable and cannot be the sulfjgcbmugh international analysis. The
reason for this fact are significant differenceshia definition of persons injured and hence
the accident. We can draw an important concludian all international comparisons must
be based on the index number of people killed adraccidents. Taking into account the
temporal aspect of the studied phenomenon, for emthtry it was determined the
direction and rate of change indicator of the Kilie accidents in the years 1991-2011 using
the linear trend models. In a more detail way isvemalyzed the level of road safety in
Poland and neighboring countries - Germany, Slavakie Czech Republic and Lithuania.

Keywords: road safety, time-space analysis, ratings.

1. INTRODUCTION

Road accidents are the major cause of deaths afgypeople in most European
countries. Apart from the direct social and ecoimosaffects road accidents also have
indirect effects on many negative phenomena — sischscalation of demographic crisis
in the European Union countries. In 2011, in 27 MemStates of the European Union
nearly 31 thousand of people were killed on thelrda the study period of this work so
in the years 1991-2011, more than 1,1 million peapére killed on the EU roads.
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The country in which the most people were killedréad accidents in 2011, was
Poland (in total number it was 4189 people, while tate of road fatalities per 1 million
of inhabitants was 109, which placed Poland in sdqiace among the European Union
countries). For the meantime, the analysis of Wdiig in the number and effects of road
accidents in Poland leads to some optimistic caichs — every year they are becoming
less and less [Sobolewski 2012]. To explain theixgs of seemingly conflicting
information, it is necessary to carry out a compeeaanalysis of the diversity of road
safety in Poland and other European countriesnggikito account the time factor.

The basic test, the results of which are presentéus work, is the analysis of spatial
differentiation of road accidents risk in the peutar countries of the European Union.
For this purpose, the relative rate of fatalities,which the reference point was the
number of inhabitants, was used. European Uniomtc@s are very much different in
terms of the level of this rate. In 2011, it was thghest in Greece (111 fatalities per
million inhabitants), and the lowest in Great Biritgstatistically 31 people on million
inhabitants died in road accidents, which is almfostr times less than in Greece!).
Because of the fact that the risk of road accidantbe European Union countries is so
much varied, the issue of variability of such phaeaon over time naturally arises. The
following work also contains the answer to suctuagtgion, by making a detailed analysis
of the dynamic rate of people killed in road acoiddan the period 1991-2011 at the level
of each country.

In the subsections two and three basic informatibout the definitions of road
accidents in the European Union countries as weltha social and economic costs of
these occurrences have been shown. Next, therebe@represented the data source from
which the material for statistical analysis was dus8ubsection four deals with an
interesting issue concerning data of number ofdaerds, injured and those who died in
those accidents being linked together. Here whatiticularly important is the issue of
comparability of international data because withewth a condition, any spatial analysis
has no practical sense. The fifth part of the wpr&sents a detailed analysis of the
variability rate of those killed in road accideisthe years 1991-2011 in each European
Union country. The work ends with a conclusion ihiet the directions for further
researches have been outlined.

2. DEFINITIONS OF ‘ACCIDENT’ IN POLAND AND IN THE EUROPEAN
UNION

Definitions of security incidents on the roads iarigus countries of the European
Union are varied. Thus, in order to obtain compgitgbof statistics concerning road
safety, an extensive discussion, which involves eetsp profession, the European
Commission and the European Parliarfiéiaive been conducted. The European Union, in
order to harmonize the statistics from differentmivies, in the years 2012-2013 has taken
several steps towards the adoption of a consistggtem for defining the circumstances
and occurrences related to road accidefisus, from 2014 a new consistent definition,
which will allow to use common statistics, will hesed. In addition, the objective of

* http://iwww.krbrd.gov.pl/aktualnosci/Parlament_Fpegski_o_brd.htm http://edroga.pl/inzynieria-rudird/
8110-ke-strategia-w-zakresie-zapobiegania-powazolyrazeniom-odniesionym-w-wypadkach-drogowych-cz-i
® http://ec.europa.eu/transport/road_safety/topics/as_injuries/index_pl.htm
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reducing the number of serious injuries and thatatyy enabling its fulfilling has been
taken. As far as gathering statistical data is eomad, it has been recommended that in
the European Union countries there is a need tons®f these methods:

« combining data from hospital documents with thesoinem the police;

 using only data from hospital;

 using police data with the margin of error, asrémult of which the statistics of

number of fatalities are underestimated.

The announcement of European Commission concenmdagd safety for the years
2011-2020 has obtained the support of the EuroPealiament in the form of a resolution
from 27 September 20,1which supported the objective of reducing the bemof
fatalities by 50 % by 2020. In addition, the sodialsts of road accidents in the EU
amounting to 130 billion Euro per year were statawl determining the following
objectives had been suggested:

« 60% reduction in fatalities among children under déige of 14;

* 50% reduction in causalities among pedestrianscgolibts;

* 40% reduction in the number of seriously injuredgle with the regard of

adoption of a consistent definition of an injurestgon in the European Union
countries’

According to the Central Statistical Officea road accident is an occurrence
associated with the movement of vehicles on pubéd, which resulted in the death or
injury of people’s body. A road accident fatalisya person who died as a result of his
injuries on the spot or within 30 days. A woundadualty of road accident is a person
who has suffered body injuries and received medietd”®.

However, in the Eurostat documehthe following definition of road accident has
been presented: ,An accident with the victims is #éltcident which involves at least one
road vehicle in movement on public road or the gtevone with the right of access for the
general population, as a result of which at least person is injured or killed. Suicide or
its attempt is not an accident but the incidentseduwby a deliberate act aimed at personal
injury resulting in death. However, if as a resflisuicide or its attempt some other road
user suffers, then such an incident is considesdoetan accident with casualties. Here,
there can be included: road vehicles collisiond]istons with pedestrians and road
vehicles with the participation of road vehicleslamimals or fixed obstacles and with the
participation of only one road vehicle. Collisionsolving road and rail vehicles are also
taken into consideration. Collisions involving mavshicles are considered as only one
accident if further collisions take place in a vestyort period of time. Accidents with
victims do not include accidents that end only witlaterial loss. Terrorist attacks are
precluded. As to ,the fatality”, it is a road adent in which there is a fatality. The
casualty of accident is a person killed or injuasda result of road accident”.

® http://www.europarl.europa.eu/sides/getDoc.do?@isREP/ TEXT+TA+P7-TA-2011-
0408+0+DOC+XML+VO//EN&language=EN

7 http://edroga.pl/inzynieria-ruchu/brd/8110-ke-gtia-w-zakresie-zapobiegania-powaznym-obrazeniom-
odniesionym-w-wypadkach-drogowych-cz-i

8 http://iwww.stat.gov.pl/gus/definicje_ PLK_HTML.htia2P0J-3289.htm

9 http://ec.europa.eu/eurostat/ramon/coded_fileséprart_glossary_4_ed_PL.pdf
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3. SOCIOECONOMIC COSTS OF ROAD ACCIDENTS

According to one of the earliest European Commissiguidelines on the subject of
evaluation in the category of the costs of transghe following main categories of unit
costs of road accidents are being recognized:

» medical costs;

« the costs of lost productive capacity (lost proauot

« the assessment of the lost quality of life (the loEgoods due to accidents);
« the costs of the property damage;

+ the administrative costs.

With the development of research in this directitme issue of the costs of road
accidents has been expanded with new elementsiding road collisions. Therefore, in
terms of the valuation of the social consequentesal traffic, the valuation of the costs
of road accidents according to the following forentlave been recommendedzflzk-
Osmolska 2012]:

szr = Kbps + Kbpr + Kpsr + KkoI + Kdod

where:
K.qr — the costs of road accidents,
Kyups— the security costs per se,
Kypr — the direct costs of accidents (direct econorogts),
Kosr— the indirect costs of accidents (indirect ecoitornsts),
Kol — the costs of collision,
K4od— additional costs.

The major direct costs of accidents are:

« medical and rehabilitation costs are the ones &tsolcwith the period of the
patient’s working disability;

» the administrative costs of the accident which udel the costs of police
investigation concerning the accident, legal castd administrative costs of
insurance;

« the costs of emergency services concerning emeygessistance;

* the costs of damage to property which include da&taghe vehicle and the
equipment of the road.

The indirect economic costs can be defined asasiedross Domestic Products as a

result of premature death and disability to workhaf injured due to an accident.

All the costs which were mentioned are not ablednvey and balance the tragedy of
the casualty, aggrieved and their families. In Rdlgas well as in many other countries)
apart from the overall statistics, we know pradljcaothing about the casualties of road
accidents. What happens with people who lose jbb# as a result of accident or have to
change it for much worse? What happens with thdliissnof fatalities deprived of the
main breadwinner as a result of accident?

The losses generated by road incidents have ddfirdtnegative impact on the quality
of life of a society. Not only are they the causésnany tragedies but also have a certain
economic dimension reflecting adversely on therfaia possibilities of the country. As
far as Poland is concerned, these losses can hlmatsd in tens of billions (zloty),
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slowing the economic opportunities and at the same increasing the financial
encumbrance of citizens [Popiel 20%2]

The calculation of accidents costs in case of eagnshould be an impetus for the
authorities to take further steps to increase gafst the roads. According to the
recommendation of the WHO, in order to increase safety in Poland, it is necessary to
enforce regulations concerning speed limits in meiticient way. On the other hand, the
organization highlights good enforcement of regated concerning prohibition of driving
under the influence of alcohol.

4. DATA SOURCES AND THE METHODS OF MEASUREMENT OF
POTENTIAL ACCIDENTS

The analysis was based on data concerning 27 Me8thees of the European Union
(according to the state from the beginning of 2Cdt&)ut the number of injured and killed
in road accidents, which were obtained from the oBtat sites. This data was
supplemented by information on the number of act&levhich are available on the UNO.
The time horizon of the analysis covered the peoibt991-2011.

In order to enable the comparison of data for ademif different size, rough values
for the number of accidents, people injured ankkdihad been related to the population,
defining thereby three rates:

« the rate of the number of accidents per millioraisitants;
« the rate of the number of injured per million inhabts;
« the rate of the number of fatalities per milliohatitants.

The rate of the number of people killed in accidesgems to be the best to describe a
complex phenomenon known as ,the level of road tgafeThis rate cumulates
information about the number of accidents and tkeirerity, the effectiveness of life-
saving system, etc. On the other hand, considdrergfits from the economic point of
view, the number of people being injured is strgngksociated with the financial
consequences of accidents because not only fatialesdds generate such costs. In the next
section information about the spatial distributmithe values of all three rates in 2003
defined below will be provided. Correlations betwékese rates will be also explored and
the issues of accordance in case of definitionsigoeinalyzed in this work will be
mentioned.

The basic variables describing the level of roddtgare: the number of accidents, the
number of people injured and the number of fatditiOf course, the analysis of
international data require bringing rough valuesdmparability, which were obtained by
converting them into a million inhabitants. The nhesections present the spatial
distribution of rates obtained in this way in ther@pean Union countries in 2011.

First, however, it was decided to check the acmoed of the information about the
level of road safety in the individual rates. Hustpurpose, the values of Spearman’s rank
correlation coefficients, by which we can assess #tcordance of the country’'s
orderliness of each rate, was calculated (Table 1).

10 Estimated losses caused by the number of roatititstan Poland, according to the World Bank in020
amounted to 12.8 billion zloty, in 2010 — 10.dibii zloty, while in 2011 increased to 11.7 billialoty.



102 A. Migata-Warchot, P. Hydzik, M. Sobolewski

The results are surprising. It turns out thatehera very high correlation between the
intensity rates for the number of accidents andrieg, but none of them is related to the
rate of the number of killed in road accidents.

Table 1. Correlations between the values of thesrafenumber of accidents, injuries and killed
(2011)

The results of
correlation The rate of accidents
analysis

The rate of injured The rate okilled

The rate of

accidents R=-0,03 p = 0,8990)

The rate of injured R=-0,16 p = 0,4184)

X

The rate of killed R=-0,036=0,8990) | R=-0,16 p=0,4184) X

R — Spearman'’s rank correlation coefficigmt; test probability
Source: own study

Figure 1 shows the spatial distribution of the ratethe number of road accidents
whereas Figure 2 and 3 present analogical ratesecoing the number of injured and
killed in accidents. Comparison of the values ofmber of accidents and injured rates
with the values of killed leads to surprising caisgons, which could be expected after
the recognition of the complete lack of correlatimiween these values.

For example, the number of injured per million ibitants is the highest in Belgium,
and Austria. It is also high in Germany, Luxembuamgd Italy (Fig. 2). The presented
territorial distribution of this rate is differefitom the spatial differentiation rate of road
casualties (Fig. 3). These discrepancies are ge that it is difficult to explain them in a
rational way. Indeed, the level of road life-saviewgd health services remain at a much
lower level in the Eastern European countries wiigy result in the fact that the rate of
the number of people being killed to the ones bémjgred is higher in these countries.
However, it does not explain such huge differenespgecially as they also relate to the
Western European countries (in the Netherlandsrae of the number of injured is
almost ten times lower than in neighboring Belgium!
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Figure 1. The differentiation of the rate of themher of road accidents in the EU countries in 2011

The rate of accidents per million inhabitants (201}

Ireland
1224

Source: own study
Figure 2. The differentiation of the rate of themher of injured in road accidents in the EU
countries in 2011

The rate of injured per million inhabitants (2011)

Source: own study



104 A. Migata-Warchot, P. Hydzik, M. Sobolewski

It seems that there are two issues of the reabrefts such a huge differentiation in
the rate level of the people injured in road acaisle- firstly, the differences in the
definition of a person injured in the road accideeicondly, the tendency of not reporting
to the police parts of the road incidents in somentries. The second factor is, however,
probably of marginal importance, so it is worth ltmok closer at the definitional
differences that occur in the European Union caesifr At this point we will stop for
acknowledgment of the fact that the substantiveesalf the data concerning the number
of injured and the number of accidents is very smatl, therefore, all further analysis
will be based only on the rate of the number dilfies™.

Figure 3. The differentiation of the rate of themher of casualties in road accidents in the EU
countries in 2011

The rate of casualties per million inhabitants (201)

Russia

Source: own study

" The issue will be thoroughly presented in the nguaph on road safety in an international aspecthvig
planned to be released by the authors in 2014.

2 1t is worth mentioning that the European Union teeen a number of measures to harmonize statfstios
different countries in 2012-2013, which would besgible after the adoption of consistent systentéining
the circumstances and incidents related to roaidewts.
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5. CHANGES IN THE NUMBER OF ROAD CASUALTIES IN THE EUROPEAN
UNION COUNTRIES 1991-2011

In this part of the work, the analysis of the ridkroad accidents will be extended for
the time dimension. The rate of the number of raeadidents casualties per million
inhabitants will be the subject of the analysisloBg (Table 2) there have been placed the
information concerning the minimum and maximum eabf this rate in the European
Union countries in particular years, and the mealues as well as median and classical
coefficient of variation have been given. The caenpént of information about the
distribution of the rate of the number of killedimdividual countries is the total number
of road casualties in the whole European Union.

Table 2. The characteristics of the distributiontlté number of road fatalities rate in the EU
countries for the years covered by the analysis

The total number The number of killed per million inhabitants
Year of casualties in % Me min max Vv
the EU

1991 75 426 178,5 166,3 44,1 385,6 46,7%
1992 70731 163,8 166,0 30,3 309,4 39,7%
1993 65 441 156,3 161,9 38,6 280,0 40,2%
1994 63 903 154,5 156,7 16,4 304,6 42,5%
1995 63 155 149,4 150,0 37,9 270,6 38,9%
1996 59 409 138,9 132,7 51,2 2718 38,4%
1997 60 267 140,1 138,7 48,1 250,8 37,1%
1998 58 982 138,4 133,4 45,2 279,Y 40,3%
1999 57 691 132,7 135,2 10,6 2718 40,4%
2000 56 427 130,1 124,0 39,5 266,6 37,3%
2001 54 302 124,0 124,6 40,9 236,0 35,3%
2002 53 342 1219 124,6 40,5 238,8 35,6%
2003 50 351 115,0 118,2 40,3 228, 36,4%
2004 47 290 112,2 112,1 32,5 222,5 40,4%
2005 45 346 107,6 104,3 42,2 225,Y 39,6%
2006 43 104 102,5 96,5 27,2 223,8 42,9%
2007 42 540 104,0 96,6 34,3 218,6 42,1%
2008 38 941 90,3 83,4 36,6 148,2 38,5%
2009 34 814 78,5 75,8 37,9 130,1 35,5%
2010 31029 67,6 67,4 28,5 111,3 35,9%
2011 30 751 67,3 63,9 31,4 111,2 33,5%

Source: own study

The following table (Table 3) presents the resaftshe analysis of linear trends for
the accident rate in the period 1991-2011 for edd¢he analyzed countries. The countries
had been ranked in the increasing order againstahg of the regression coefficie)(
starting from those where declines in road safissrwere the greatest. About the quality
of the linear model matching to the value ratthmyears 1991-2011 testifies the value of
linear correlation coefficientr], and the addition of the analysis are the valaés
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Spearman’s correlation coefficient, which shoulbwlto identify the presence of non-
linear trends. As we can see, for almost all the &duintries, except for Bulgaria,
Romania, Malta and Slovakia we can say about fagigtematic with a huge linear
approximation, the decline in the number of killede per one million inhabitants. In
Portugal, the average annual rate of decline i6 @2aths per one million inhabitants, in
Germany 4.6 and in Poland 3.8. The profound armlghould, however, rely on the
connection of the rate of decline with the averiegel of the rate provided, therefore, the
table contains its highest and lowest value inwhele analyzed period. In this context,
the result for Poland is unfortunately one of tt@rst as no other country has such a low
rate of decline with such a high value of the Htkilled.

Table 3. The analysis of variability rate of thember of killed in road accidents per million
inhabitants in EU

The EU countries Min Max Rs r B
Portugal 79,0 322,5 -0,98% -0,98" -1219
Latvia 86,3 385,6 -0,95* -0,93* -11p
Estonia 58,2 324,2 -0,89% -0,88" -9.p
Slovenia 67,4 253,8 -0,94% -0,95 -8,p
Spain 44,6 225,8 -0,95* -0,944 7.0
France 61,7 182,7 -0,99% -0,987 -6,p
Luxembourg 62,5 210,3 -0,93% -0,947 -6,p
Cyprus 73,2 213,2 -0,95* -0,93% -6,1
Lithuania 89,8 317,5 -0,55* -0,71% -6,9
Austria 62,2 196,8 -0,99* -0,98* -5,
Greece 111,2 227,7 -0,967 -0,95f 54
Belgium 74,9 186,0 -0,94* -0,96* -4,
Hungary 63,9 204,5 -0,88* -0,88% -4.p
Germany 44,6 139,5 -1,00% -0,991 -4b
Ireland 40,7 129,4 -0,91* -0,91% -4.9
Poland 102,4 205,7 -0,91* -0,90* -3,8
The Czech Republic 73,7 158,4 -0,81* -0,83* -3.5
Denmark 45,9 117,0 -0,96% -0,967 3.
Italy 63,7 142,7 -0,92* -0,92* -3,4
Finland 50,8 125,0 -0,95* -0,91% 2.8
The Netherlands 32,4 86,5 -0,97f -0,97* -8
Sweden 28,5 87,3 -0,91% -0,921 -22p
Slovakia 65,8 152,0 -0,53* -0,61% 2.1
Great Britain 30,7 82,4 -0,97% -0,93% -2W
Bulgaria 89,2 164,3 -0,54* -0,62% -1,7
Romania 94,2 142,2 -0,26 -0,31 -0,6
Malta 10,6 51,2 -0,01 0,09 0,2

Min, max — the largest and the smallest valuesrobddn the years 1991-2011

Rs — the value of Spearman’s rank correlation coiefficwith the assessment of statistical
significance

r — the value of linear correlation coefficient witle assessment of statistical significance
B — the coefficient of directional linear trend
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Below, there is the ,study” of selected caSeshowing the trajectory of changes in
the number of killed per million inhabitants in Botl (Fig. 4) and in the European
countries neighboring with Poland or lying nearbig( 5 and 6) on the background of the
whole population of EU countries.

Figure 4. The rate of those killed in Poland in tlaekground of the European Union in the period
1991-2011
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Source: own study

Analyzing the results obtained for both Poland #rel EU countries we can observe
that there is a downward trend. However, the vafoed?oland for the vast majority of
years slightly exceed the ¥%ercentile for the EU countries (with the exceptiaf the
years 1992-1993 when the rate of killed obtainedviilues at the level of B(ercentile).
For the past four analyzed years (2008-2011) lisevavas close to the maximum value of
the EU countries.

13 In subsequent publications similar detailed anglyll be carried out not only for all other EUwries but
also at the level of EU regions (NUTS-2).
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Figure 5. The rate of the killed in the Baltic caigg on the background of the EU in the period
1991-2011
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Source: own study

Analyzing data concerning the rate of killed in Betic countries it should be noticed
that till the year 2004 the highest discussed msdeked Latvia and its value in the period
from 1991 to 2004 for almost all the years hoveseound the maximum value for the
EU. After 2004 there is a strong decrease of thedees, however, only in 2011 it
reached the level of 75th percentile of values dtirEU countries. This country has
improved the road safety also in relative termshwigspect to changes in the whole
European Union.

In the case of Lithuania, the situation was moxeidie. Initially the discussed rate had
the values between the 75th percentile and maximahie for the European Union
countries. In 2004, approached the maximum vahgeramained until 2008. Then, we
can observe the decrease of the rate of killedttitl not reach the value below the 75th
percentile for the EU countries. Comparing the galwbtained for all three analyzed
countries it should be noticed that the valued. ftituania oscillated between the data for
Estonia and Latvia (except for the two years 199@8lwhen Lithuania reached the
lowest value of the three analyzed countries).darg 2005-2008 the country reached the
highest value of the analyzed rate, like in 2011.

The lowest rate of people killed among three aredyzountries is Estonia (except for
the two years 1994-1995 when the lowest valuesLiitadania) however, the rate had the
values of 75th percentile in comparison with théadaoncerning the EU (except for the
years 1991, 1994-1995 and 1997-1998, when its aluexceeded this level). For 2010,
the rate fell below the 0percentile. In 2011, its growth again can be olesr
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Figure 6. The rate of the killed in the Czech Rejmiisermany and Slovakia on the background of
the European Union in the period 1991-2011
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Source: own study

Systematic, almost perfectly linear decreasingdreate of the road fatalities per
million inhabitants characterizes Germany (Fig. Bhe pace of improvement in the
situation on the road in this country is not in aignificant way higher than average in
the European countries. In both 1991 and 2011 thentey was slightly above 25
percentile rate for all European countries. In 8la, life-threatening death in a road
accident had increased significantly in 1997 amdaieed at the level of the center and in
some years even at the level of 75 percentile siilie for all the EU countries. Only in
the last three years covered by the analysis weobaarve a significant improvement on
Slovak roads. Safety on roads in the Czech Repstdited to grow only since 2002, and
since then we can observe a slow decline in tleeafatoad accidents casualties. The pace
of these changes in the Czech Republic is sindlandst EU countries.

6. CONCLUSIONS

The development of road transport is a very pasidind desirable phenomenon but it
is associated with the increased risk on the reddsh result in socioeconomic losses.

Considering three values describing the dangersasf safety, namely: the number of
accidents, the number of injured and fatalitieggehdiscrepancies in the level of these
values within some countries can be noticed. T$8sié was examined in more detail in
subsection 4. The obtained results allow to comsid¢a on the number of accidents and
the number of people injured incomparable in therimational section, probably for
definitional reason. This is an important conclaswhich calls into a question the value
of quite popular in the media information about 8w called rate of severity of road



110 A. Migata-Warchot, P. Hydzik, M. Sobolewski

accident¥’ and its very high value in Poland (allegedly extieg several times the level
for the majority of the EU countries). Meanwhil@getlevel of this rate is determined
mainly by differences in the definition of a roaccalent, which causes the situation that
the road incident classified as an accident in cméntry does not have to be the same
assessed in the other country.

Analyses show that in the most EU countries thera Bystematic improvement of
road safety. The pace of these changes is notséme in different countries.
Unfortunately, one of the countries in which themwement of the situation on the roads
in the years 1991-2011 followed very slowly is Pala

Presented article is a part of a series of puliinatwhich will examine the issues of
road safety in international terms. In subsequestkwhere will be analyzed issues such
as:

« searching for factors determining the differentutssof road accidents in the EU
countries among the features describing the levedavelopment of road
infrastructure, the level of motorization or naturanditions;

« diversification of road safety at a regional le(ldlUTS-2) taking into account the
spatial correlation;

« linking the threat of accidents with road traffegulations operating in particular

countries.
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ANALIZA ZMIAN W ZAKRESIE SMIERTELNO SCI W RUCHU DROGOWYM
W PANSTWACH UNII EUROPEJSKIEJ W LATACH 1991-2011

W artykule przedstawiono wyniki czasowo-przestragranalizy wybranych aspektow
bezpieczastwa ruchu drogowego w fistwach Unii Europejskiej. Horyzont badania
obejmowat lata 1991-2011. Dane do analiz pozyskaomstaly z baz EUROSTAT-u i
dotyczyty liczby wypadkow oraz liczby oséb zabityickannych w wypadkach drogowych.
Wartcsci surowe tych cech przeksztalcono na wiskd natkzenia wzgkdem liczby
mieszkacoéw. W dalszej agci pracy przedstawiono, w formie graficznej rankipgastw
unijnych wedtug bezpiecastwa ruchu drogowego w roku 2011 barupa wskaniku
liczby wypadkéw, liczby rannych oraz zabitych wagm liczby mieszkecow. Poniewa
rankingi te charakteryzowaly esibardzo niskim podobfstwem wynikéw, dokonano
krytycznej oceny wiarygodroi danych dotyczych liczby wypadkdéw i liczby os6b

4 The rate of severity of road accidents is definsdhe number of people killed in 100 road accisletttis
obvious that this rate will be low in countries which the definition of road accident is wider (eig
Germany).
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rannych publikowanych przez EUROSTAT. W szczegéthavykazano, i dane te §
nieporéwnywalne i nie mag by¢ przedmiotem rzetelnej analizy ¢dizynarodowe;.
Przyczyn tego faktu § znacace r&nice w definicji osoby rannej a co za tym idzie sgm
wypadku drogowego. Plynieast wazny wniosek, # wszelkie poréwnania railzynarodowe
musz by¢ oparte na wskaiku liczby zabitych w wypadkach drogowych. Uwatdrhiajace
aspekt czasowy badanego zjawiska, dladkgo pastwa oceniono kierunek i tempo zmian
wskaznika zabitych w wypadkach w latach 1991-2011, wyglstupc w tym celu modele
trendu liniowego. W bardziej szczeg6towy sposélepralizowano poziom bezpiedseva
ruchu drogowego w Polsce i w krajackciennych — Niemczech, Stowacji, Czechach i na
Litwie.

Stowa kluczowe: bezpieczéstwo ruchu drogowego, analiza czasowo-przestrzenna,
trendy.
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Research on effectiveness of various concepts éatefting the bankruptcy of
companies from the logistics sector is describethim article. In order to present
this issue more completely the above-mentionedigtied of possible negative
effects for the conducted business activity wasdooted for all companies
operating in that sector in the Podkarpacie regldme study was supported by the
data from the database EMIS (Emerging Marketsrin&tion Service ). A wide
range of 28 financial indicators was grouped int@ fgroups i.e. liquidity ratios,
profitability, debt, performance, and financial pestively. The above mentioned
research trial was divided into a group of comparieso-called ill - in relation to
which the bankruptcy was declared and healthy ¢ofegood financial condition).

Such an approach allows for a better and rightsassent of the methods in
modeling bankruptcy. The purpose of this publicatieas to find factors (models)
describing the risk of bankruptcy of enterprisestenrms of their effectiveness
prediction in one - and two year- horizon. The &gs regression models,
classification trees and two lunatics artificiain@ networks were applied. A full
evaluation of the models application were madehim validation process. The
primary tool used in this case to study the effestess of models classification
are matrices of correct classification. It was madeestimation of the correct and
wrong indications in both the above mentioned madeinally, an assessment of
the method was done as well as the overall comddfathe logistics sector in the
Podkarpacie region.
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1. INTRODUCTION

Insolvency, also called bankruptcy, constitutesradmental element of enterprises in the
economic sense. Frequency of its appearance héee @ne hand a deep influence on the
result of economic growth and unemployment and ten dther hand on the so-called
financial stability, both in relation towards banksd towards broadly defined financial
markets. Thus on the micro level insolvency canpbeceived as the main credit risk
factor, posing primary problem for the mentionedchksaand investors, whereas on the
macroscale as a negative element of possible lieoess

The current period of economic recession on théalanarkets has lately increased
discussions on effective way of predicting the canips’ bankruptcy. Emerging solution
concepts in that scope do not always allow to ptegossible risk of bankruptcy
effectively, thus do not always give signal for gibfe countermeasures. Multitude of
solutions in scope of bankruptcy risk modelling slo®t always goes hand in hand with
their ,quality”.

The content of this publication is the issue ofeefiveness evaluation of widely used
ways of predicting companies’ bankruptcy. In orderpresent a more comprehensive
opinion about commonly used mechanisms in that es@pnodelling for one- and two
year prediction periods has been conducted. Rdsesample is made of logistics
companies from the Podkarpacie region. Companies haen divided into two groups,
i.e. group of the so-called healthy companies,tho¢atened with bankruptcy and ones
that in a given period declared bankruptcy. Sugbr@gch was aimed at verification of
researched methods in relation to the predictionizbn. Analyzed methods have been
divided into three categories, namely models ofiskig regression, artificial neural
networks and method of classification and regressiees.

2. ANALYSIS OF CHOSEN LITERATURE CONCERNING RESEARCH O N
COMPANIES’ BANKRUPTCY RISK
An exhaustive analysis of works concerning the d@ssf predicting companies’
bankruptcy risk can be found in the work (Kumar &/ 2007). The authors analyzed
128 publications concerning the issue of predictiognpanies’ bankruptcy risk, which
were published in a period from 1968 to 2005. Asamlyof publications has been
conducted from a perspective of usage of statisticethods and artificial intelligence
methods to solve problems related with predictiognpanies’ and banks’ bankruptcy risk.
Most publications concerned research of bankrupgly for companies (both listed and
non-listed). Out of 128 analyzed publications oalglozen concerned research on bank
bankruptcy risk. In some publications both compamird banks bankruptcy models have
been researched.
Volume of research sample used by various authmothdir research is very diverse (it
ranges from 24 up to even 8977). Similar time pkxidor used financial data were
diversified and included different time periodsnirdl997 to 2003 with a time horizon
from one year up to even a couple of years.
Usage of research techniques by various authaats@svery diverse. In research of this
type one successfully uses both statistical methmdsh as: discriminant analysis, models
of logistic regression, decision trees and methofisiearest neighbours, as well as
methods based on the optimization algorithms ofratnal research or methods of
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artificial intelligence, such as: neural networkbeory of rough sets, mathematical
programming, genetic algorithms, etc.).

The most commonly used statistical techniques seaech companies’ bankruptcy are
based on discriminant analysis, logit models arasiten trees. Nowadays they are very
rarely used as sole and only research methods. @leysed rather as a comparison
model, in relation to other non-statistical modeds,as component models in hybrid
approaches.

One vital issue in regards to application of sttid methods to predict companies’
bankruptcy is the work of Altman (Altman & Haldem&nNarayanan, 1977), where for
the first time authors introduced a new model afslfication of bankrupted companies,
which they named ,Zeta analysis”. Ohlson (Ohlso#8d) proposed a model of logistic
regression to research the risk of companies’ han&y, while in 2002 Kolari and others
(Kolari & Glennon & Shin & Caputo, 2002) introducede so-called bankruptcy risk
early warning system for large banks in the USApdbased on the logistic regression
model. Effectiveness of correct classifications foata collected one year before
bankruptcy amounted up to more than 96%, whergaddfa two years before bankruptcy
up to more than 95%. Among non-statistical methagid in classification of companies
bankrupted because of bankruptcy the most ofted ases are neural networks models.
Tam and Kiang (Tam & Kiang, 1992) compared clagsgfyquality of bankrupted
companies for LDA models, logistic regression, kst neighbours with neural
networks models. Neural network models estimatedh®yn had the best classifying
statistics for prediction horizon of 1 year. In ttese of data for 2 years before bankruptcy
period the best model turned out to be an LDA moB#dtcher and Goss (Fletcher &
Goss, 1993) used neural networks models to prédickruptcy of a company in relation
to logit model. They used a technique of V-timeessrvalidation to choose the best
model and used 3 independent indicators (data akemntfor 33 researched enterprises) as
potential bankruptcy predictors in created andh&dineural networks. Classifying quality
of estimated neural network model amounted to 8@¥greas for an alternative logit
model only to 77%.

More about usage of different types of artificiaunal networks in predicting companies’
bankruptcy can be additionally found in worfteee & Booth & Alam, 2005), (Lam,
2004), (Leshno & Spector, 1996), (Wilson & Shart@94), (Kiviluoto, 1998).

3. CHARACTERISTICS OF FINANCIAL FACTORS AND RESEARCH
SAMPLES USED TO PREDICT BANKRUPTCY OF LOGISTICS
COMPANIES

Information about bankruptcies of Polish compamiese taken from bankruptcy database
of Polish companies - Corporate Database EMIS imé&ion system (Emerging Markets
Information Service).

To predict bankruptcy of logistics sector compar#i8gfinancial indicators characterizing
financial condition and managing effectiveness e$earched companies have been
chosen as bankruptcy predictors. Indicators hawmn lubvided into 5 groups: financial
liquidity indicators, profitability indicators (retn on sales), indebtedness indicators and
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financial leverage, operating effectiveness (pieficy) and other indicators of capital-
material structure of a company.

Statistical data of financial indicators for Polisbmpanies were taken from financial
reports of companies. The following financial iraticrs were chosen for research:

« Liquidity indicators (*100%): X1 - CURRENT LIQUIDITY INDICATOR:
Current assets / Short-term liabilities, X2 - FASIQUIDITY INDICATOR:
(Current assets — Stock) / Short-term liabiliti&s, - LIQUIDITY INDICATOR
(KO/SB): Circulating capital (working capital) / Bace sheet total = (Current
assets — Short-term prepayments and accruals t-&or liabilities) / Balance
sheet total, X4 - IMMEDIATELY DUE INDICATOR: (Curng assets — Stock —
Short-term receivables) / Short-term liabilities5 X CASH LIQUIDITY
INDICATOR: Cash and cash equivalents / Short-teafilities

e Profitability indicators (*100%): X6 - OPERATING PROFIT MARGIN:
Operating result (profit-operating loss) / Net salecome, X7 — Profitability: Net
profit / (Equity capital — Net profit), X8 - RETURNDN ASSETS (Asset
profitability) (ROA): Net profit / Balance sheettah, X9 — RETURN ON
EQUITY (profitability of equity capital) (ROE): Ngtrofit / Equity capital, X10
— RETURN ON CAPITAL: Net profit / (Assets in total Short-term liabilities),
X11 — NET SALES PROFITABILITY (ROS): Net profit / &t sales income,
X12 — GROSS PROFIT MARGIN: (Net income from sales gnods and
products and equal to them — Operating expensBi&t income from sales of
goods and products and equal to them

* Indebtedness indicators and financial leverage oceff¢*100%): X13 -
GENERAL DEBT: (Short-term liabilities + Long-terriabilities) / Balance sheet
total, X14 - DEBT ON EQUITY: Total liabilities / Bqty capital, X15 — DEBT
(Equity capital + Long-term liabilities) / Fixed sets, X16 — ASSETS DEBT:
Short-term liabilities / Balance sheet total, X1IDEBT Gross profit / Short-term
liabilities, X18 — DEBT (Net profit + Depreciatior)) Total liabilities, X19 —
LONG-TERM DEBT: Long-term liabilities / Equity catal, X20 — FINANCIAL
LEVERAGE: Assets total / Equity capital, X21 - LERBGE
(DEBT/COMPANMY VALUE): Total liabilities / (Equity capital + Total
liabilities — Cash and its equivalents)

e Operating effectiveness indicator¥22 — RECEIVABLES TURNOVER [in
days]: Average short-term receivables/ Net salesrite *360, X23 - OBROT
AKTYWAMI: Net sales income / Assets *100%, X24 — STK TURNOVER
[in days]: Stock / Net sales income * 360, X25 —SFACYCLE: Short-term
receivables / Net sales income * 365 + Stock / @iey expenses * 365 — Short-
term liabilities (without special funds and othéog-term financial liabilities) /
Operating expenses (without other operating exmrfsg65

e Financial indicators — characterizing the companiespital and material
structure (*100%):X26 — Equity capital / Balance sheet total, X27ixeH assets
(without long-term prepayments and accruals) / Bedasheet total, X28 — Fixed
assets / Current assets
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Research samples were created on the basis ofctedllestatistical data. Dependent
variable was a qualitative dichotomous dependeri&bie Y defining whether a company
is a company which declared bankruptcy (Y=1 — bap#r or a company not threatened
with bankruptcy (Y=0 — non-bankrupt). 28 previouslyaracterized financial indicators
were chosen as a set of entry variables (bankryptgictors).

Two research samples were created. The first otladed these bankrupted companies
from the logistics sector and healthy companiesesponding to them, for which
statistical data for one year before bankruptcyiogewas available (1-year prediction
horizon). The second research sample included thaskrupted and healthy companies
for which statistical data for two years before kraptcy period was available (2-year
prediction horizon). For each of research samptesamrresponding healthy company not
threatened with bankruptcy was chosen for one hgtdd company. Selection of healthy
companies was preceded by a thorough indicatoysisadnd the only chosen companies
from logistics sector were the ones which indicatpointed at good financial condition
and ability to pay their liabilities.

Research sample for data one year before bankrymogd included: 33 bankrupted

companies and 33 healthy companies (statistical fdatone year before bankruptcy was
available for only that number of companies), whsr@n the case of data for 2 years
before bankruptcy period there were 57 healthy @nigs and 57 bankrupted ones.
Research samples were divided randomly into twopsgsnthe learning sample, on the
basis of which the prediction model parameters westimated, and test sample
researching the effectiveness of correct classifina. The learning sample for one year
prediction horizon included: 47 companies (23 bapts and 24 non-bankrupts), whereas
the test sample included: 19 companies (10 bankraupd 9 non-bankrupts). For two year
prediction horizon the learning sample includedd@fistic companies (43 bankrupts and
non-bankrupts), whereas the test sample includ@dotnpanies (14 bankrupts and non-
bankrupts).

In order to scrutinize influence of chosen variabdsplanatory variable on explained
variable — identifying the companies’ bankruptcyaaking analysis of predictors was
conducted. A vital issue when choosing proper gteds is also posed by a necessity to
choose only such predictors which have the besgrstic properties in scope of
separation, i.e. distinguishing between bankrugttzalthy companies. When preparing a
ranking of predictors depending on their classiyjpower one can use in practice the
following factors: Information Value (1V), Gini fasr and Cramer’s V factor.

IV factor — information value of a predictor is egpsed by the formula:

NB B NB
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where: K - the number of attributes (variability intervatsf)the examined predicton®

- the number of healthy companies for i-variabilityerval of predictor’s valuep® - the

number of bankrupted companies for i-variabilityeival of predictor’s valuen,, - the

total number of healthy companieas, - the total number of bankrupted companies.
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The higher the values of IV factor, the higher tiredictive power of the explanatory
variable in scope of differentiation between healdnd bankrupted companies. It is
assumed that 1V values above 0.3 point out to @ngtpredictive power, while values
below 0.02 show complete lack of such predictivergo

Gini factor is based on Lorenz curve factor (foe tho-called ROC curve - Receiver
Operating Characteristic). It expresses a ratifietds on the graph of ROC curve (see fig.
1) which is expressed by the formula:

k
Gini=—2 = A _on=2005-B)= - 7B= +

A+B 05 (Y+1_ Y)[Q Xat X)

-1
i=1
)
where: K - the number of attributes (variability intervalis the examined diagnostic
i n?’
variable, y, =Z—J - cumulated percent of bankrupts, for i-attributdue of variable,
=1 '8
i nNB

X = ZJ— - corresponding cumulated percent of healthy congsa

i=1 'INB
It is assumed that values of the Gini factor be@®5 point out that predictor does not

have a sufficient classifying ability to correctlgistinguish between healthy and
bankrupted companies.
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Fig. 1. Example of ROC curve
Source: own study.
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Cramer’s V factor measures dependence power betwadeas of dichotomous dependent
variable 0-1 defining company‘s bankruptcy and ealof the given diagnostic variable.
Values of this factor are contained in intervaviestn 0 and 1. It is based on Chi-square
independence measure and calculated with the farmul

2
V= X_ (3)
n
where: n — the number of statistical observatiamsl )(2 - statistic value for Chi-square
independence test, between variable 0-1 definingpamy’'s bankruptcy and examined
indicator (predictor) of bankruptcy.

The higher the V-Cramer’s factor values (closef }pthe better predictive power of the
examined indicator in predicting companies’ bankcyp

3. CHARACTERISTICS OF MODELS USED IN PREDICTING BANKRU PTCY
OF LOGISTICS COMPANIES

To predict bankruptcy risk of companies from thgidtics sector in this work the
following statistical models of bankruptcy classifion were used: logistic regression and
CRT classification trees. However, from non-statét methods (using artificial
intelligence methods) neural networks models basednultilayer perceptrons (MLP)
were used.

Models of logistic regression - Logit

General form of two-state model of logistic regressdescribing dependence of the
possibility of bankruptcy of examined companies aleng on a set of factors
influencing the occurrence of this event is expeddsy function:

1

e—(a0 +a X+ Aay Xy ) (4)

P(Y=1)=—

In order to choose potential variables for a logddel a factor analysis was used as well
as values of ranking statistics for importance ofdpctors (Tab. 1 and Tab. 2). For
prediction horizon of 1 year the,X and Xg variable were discarded from the list of
potential variables, because they had low valuewking measures, whereas for a model
with prediction horizon of 2 years the followingriables were discarded:;X X9, X2,
X3, Xaa, Xog.

After implementing factor analysis the followingriables were chosen for estimating
model for a one year prediction horizonigXX1s, Xo0, X11, X22, Xs, X109 @s well as other
variables (weakly correlated with factors and betmvghemselves): X X, X7, X5, Xog,
Xas, Xa7

A list of potential diagnostic indicators for a neddvith two year prediction horizon,
including variables: X% Xs, X7, Xg, Xg, X13, X17, X21, Xo5 Was selected in a similar way.

To estimate parameters of logistic regression madelodule of generalized linear and
non-linear models was used (generalized logit mjodel
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In the estimated models there were only these ditgnvariables, for which thev/ald
statistics value was statistically relevant onléwel of p<0.05.

The table below (Tab. 1) presents estimated caeifffis and values divald statistics for
both logit models with 1 year and 2 year predictionizon.

Table 1. Estimation of parameters for logistic esmgion models.

Evaluation Estimation Wald Test probability
of parametel  error  statistics value  (p-valug

Model of logistic regression — 1 year to bankruptcy

Predictor

absolute tern  6.16642 2.142386 8.284 0.004
X1 -0.04938 0.015481 10.174 0.001
X11 -0.11751 0.061335 3,670 0.050
X7 -0.04283 0.021563 3.945 0.047
Model of logistic regression — 2 years to bankryptc
absolute tern  1,4645 0.569849 6.605 0.0102
Xs -0.05544 0.023063 5.779 0.0162
X1 -0.0722 0.036052 4.011 0.0452
X7 -0.02084 0.008869 5.522 0.0188

Source: own study.

Classification trees — C&RT

C&RT (Classification and Regression Trees) is d foostatistical analysis of data used
to create classification and regression modelse T8a kind of a graphic model, created
as a result of recurrent division of a set of ottgservations into numerous subsets. The
aim of such division is to gain subsets as homoggs possible in regards to dependent
variable value. Algorithm of recurrent division {salled Recursive Partitioning) can use
different independent variable on each stage ofsidin. All independent variables
(predictors) are always taken into account andctmesen variable guarantees the best
division of node, namely one receives division itite most homogenous subsets.

Algorithms of decision trees can be divided intba3ic types:

e CLS (Concept Learning System)

e AID (Automatic Interaction Detection) — an examlthis type of algorithms are
CHAID type trees

e C&RT (Classification and Regression Trees)

More about methods and trees algorithms in claisgjfgnd regression use can be found
in (Breiman & Friedman & Olshen & Stone, 1993).
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Table 2. Classification trees for bankruptcy models

Node Left node Right Number Size of NB Size of Chosen Division Division
node .
number branch branch of nodes class B class class variable constant

Prediction horizon: 1 year to bankruptcy

Selection rule B: (X%<=75.4 AND %,>63.1)
Selection rule NB: (X%>75.4) OR (X%5<=75.4 AND X%;<=63.1)
Effectiveness of correct classification: learniagnple = 93.6 [%], test sample=84.2 [%]
Non-

1 2 3 47 24 23 X1s 78,4
bankrupt

2 4 5 26 4 22 Bankrupt X 63,1
Non-

4 2 2 0 bankrupt

5 24 2 22 Bankrupt
Non-

3 21 20 L bankrupt

Prediction horizon: 2 years to bankruptcy
Selection rule B:
(X13>89.4) OR (%3<=89.4 AND X%,>13.3) OR (%3<=89.4 AND X%,<=13.3 AND X<=-51.0)
Selection rule NB:
(X13<=89.4 AND X%4,<=13.3 AND X>-51.0)
Effectiveness of correct classification: learniagnple = 84.9 [%], test sample=71.4 [%]
Non-

1 2 3 86 43 43 bankrupt X13 89.4
Non-

2 4 5 56 39 17 bankrupt X4 13.3
Non-

4 6 7 49 38 11 bankrupt X5 -51.0

6 3 0 3 Bankrupt
Non-

! 46 38 8 bankrupt

5 7 1 6 Bankrupt

3 30 4 26 Bankrupt

Source: own study.

C&RT trees algorithms were used in this publicatioranalyze bankruptcy of logistics

companies. A Statistica package module — Generdeta®f classification and regression
trees was used. All 28 financial indicators weresen as entry variables. Gini measure
was used as a method of trees division, whereatidose the best trunked tree — a V-
times cross-validation, as a rule of one standarmr.eMinimization of average costs of

incorrect classification was used as a criterioomtfmal tree trunking (the same costs of
incorrect classification, equal to 1, were settfankrupts and non-bankrupts).

Structure of the best classification trees for gaar and two year prediction horizon is
presented in Table (tab. 2). There are also rdi¢é®e division and node creation, as well
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as classification effectiveness of trees giverhmtable. For a classification tree for a one
year prediction the average costs of incorrectsdiaation amounted to 0.106 for a

learning sample and 0.162 for a test sample. Ftwa year prediction these costs

amounted to 0.256 and 0.258, respectively.

The figure below (fig. 2) presents a graphic ilfasbn of a classification tree to classify
logistics companies threatened with bankruptcyria gear period horizon.

—— Healthy company Tree 2 for Bankruptcy
——Bankrupt number of nodes shared: 2, number of end nodes: 3
D=1 N=47

Healthy company

]

X15

1
r 1

<=78,353251 > 78,353251
1 1
ID=2 N=26 ID=3 N=21
Bankrupt Healthy company
—

X21 - Leverage - dept to the company of value
1

I 1
<= 63,065976 > 63,065976
1 1

D=4 N=2 ID=5 N=24
Healthy company Bankrupt

Fig. 2. Graphic illustration of tree structure assifying logistics companies for a one
year period horizon

Source: own study.

Artificial neural networks — MLP

Artificial neural networks are one of the most coomly used techniques to solve
problems of correct classification of companieg#étened with bankruptcy. The structure
of an artificial neural network is modelled aftemnhan brain models. Neural networks
comprise of many elements processing pieces ofrnrdton - so-called neurons.
Functioning schematic of an artificial network newis presented in the figure below (see
fig. 3a). Each neuron processes entry signals, edairk figure withx,, (k = 1, ...,n) into
one output signaf. Weights play a very significant role in this mgdbey are marked by
wy (k = 1,...,n), which on the one hand define the importance fafrmation provided
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by ichannel upon entry, on the other hand they recelations occurring between entry

signals and output signal. On the basis of dat@aimg upon entry of a neuron a linear
combination of weight vector and entry data is ahated. This combination defines the

so-called total neuron stimulation Signal occurring at the output of a neuron is a
function of neuron activationp = f(e), dependent on the total neuron stimulation.

In practical applications various forms of neuranivation function are assumed. The
simplest form is identity function of neuron actiea e = f(e). More complex activation
functions are also used (Witkowska, 2002), suchttagsshold function, linear function,
logistic function, exponential function, hyperbotangent, sinus function, Gauss function
and others.
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Fig. 3a) Model of an artificial cell
3b) Structure of a one-way multilayer neural netwyam a neural network
Source: own study, based on: Witkowska $xtuczne sieci, 2002, pp.4, pp.10.

Artificial neural networks are built from many lageof neurons connected with many
structural and topological interrelations. Neurdhat belong to the first layer create
entries to the network and create the so-calledaritentry layer. The neurons belonging
to the last layer are the network exits and createxit layer of a topological structure of
an artificial neural network. Between outer layefsietwork (entry and exit ones) there
are often intermediate layers of neurons creatigso-called hidden layers of network
(neurons that create them are called hidden neurons

Usage of neural networks to predict bankruptcyogidtics companies was conducted by
using anAutomatic Neural Networksnodule fromStatistica 10.0package. Artificial

neural networks module from Statistica package dmbedded algorithms of automatic
analysis of neural networks, enabling automaticcdetor the best neural networks, which
have the best classifying properties for a givenodediagnostic variables. Constructed
neural networks werdLP (multilayer perceptron)-type networks, which haayoone

layer of hidden neurons. Two versions of entry degae used (both for one year and two
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year prediction horizon). In the first version ialtlicators were used as entry variables, for
which values of ranking indicators (Tab. 1 and TZbwere on a properly high level (at
least one indicator of ranking measure higher ), whereas in the second version as
entry variables only those were chosen which wém@sen as significant for logit and
discriminative models. This is why the number ofireas in a hidden layer depended on
the number of entry variables in a network andharmged depending on the chosen
version in a range between 3 and 21 hidden neurons.

In the process of training (learning) of neuralwmks a BFGS (Broyden-Fletcher-
Goldfarb-Shanno) algorithm was used — it uses gNasiton’s method and two versions
of error function were used: sum of squaERR;,s and cross entropyCE — Cross
Entropy) ERR:e.

Usage of Artificial Neural Networks module in theafistica package allowed for an
automatic choice of the best networks for a givehof entry variables and research
sample (learning and test ones), for which thd ttar of classification correctness is the
lowest. Table 3 presents a summary of learningltesar 4 best networks (one for each
version of entry variables and chosen predictionzon).

Table 3. The best neural networks models obtairmd different versions of entry
variables and bankruptcy prediction horizon of gear and two years.

Function Percent Percent
. Function of correct of correct
Network type Function . of output e I
4 : of hidden neuro classification classification
(network id) of learning error L neurons A
activation o earning sample test sample
activation

[%] [%]
Prediction horizon - 1 year to bankruptcy
Version 1: entry variables: XX g with exclusion: %z i X,
MLP Cross entropy

26-8-2 ERRs.c Linear Linear 91.5 94.7
Version 2: entry variables: XXy, Xg, X11, X1, Xp7
MLP Cross entropy
Tanh Softmax 87.2 89.5

6-3-2 ERR.e

Version horizon - 2 years to bankruptcy
Version 1: entry variables: XX,g wih exclusion: X,, Xig, Xoz, X2z, X24, Xo¢
MLP Sum of squares

99.17-2 ERRee Logistic Softmax 86.1 92.9
Version 2: entry variables: XXz, X1z, Xog
MLP Cross entropy Exponential Tanh 73.3 82.1

4-8-2 ERRsos
Source: own study.

4. VALIDATION OF ESTIMATED BANKRUPTCY MODELS

In order to choose the best models for practicpliegtions, which will be used to predict
bankruptcy of logistics companies from the Podkeigaegion, estimated models of
bankruptcy prediction were subject to thoroughdation analysis. Usefulness of models
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in scope of their best classifying properties irrect recognition of companies threatened
with bankruptcy and healthy companies, as wellrapgr model calibration to data from
learning samples was examined.

The fundamental tool used to scrutiny classifyifigaiveness of classification models
are proper classification matrices (see Tab.T.(True Negative) number in the table
denotes the number of healthy companies propedyifaad by the model. SimilarlyTP
(True Positive) number denotes the number of bankdicompanies properly qualified
by the model. If healthy companies are classifigdh® model as bankrupts, then such
classification error is called I-type error, dfid(False Positive) means the number of
these incorrect classifications. Much more serisuslI-type classification error, which is
made when model qualifies bankrupts as not threatemith bankruptcy, andFN
denotes the number of such incorrect classification

Table 4. Matrix of correct classifications for bamgtcy prediction model.

e Predicted affiliation
True affiliation

of company
of company NB 5
NB TN (True Negative) FP (False Positive)
| type error
B FN (False Negative) TP (True Positive)

Il type error

Source: own study.

I-type error, namely the percentage of incorregtiglified healthy companies (also often
denoted as: 1-specificity) is expressed with thienfda:

FP TN
Err, = =1-
FP+TN FP+ TN

where: Eff, (I-type effectiveness or the so-called specificitithe percentage of correctly
qualified companies as not threatened with banksupt

= 1-Eff, ()

lI-type error, namely the percentage of incorreqiialified bankrupts (often also denoted
as: 1-sensitivity) is expressed with the formula:

FN TP
Err, = =1- =
FN+TP FN+ TP

where: Eff, (ll-type effectiveness or the so-called sensiivit- the percentage of
correctly qualified bankrupted companies.

1-Eff, (6)

In the process of validation of models for classifion of companies threatened with
bankruptcy the most commonly used are the followmmgdel validation measures:
Information Value (1V) factor, Gini factor and Dikgence factor, as well as Kolmogorov-
Smirnov statistics and Hosmer-Lemeshow statistics.
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Information value factor (IV) for model expressée tability of the model to separate
division of results for a population of bankruptsdanon-bankrupts. It is calculated
according to the formula (1) by previously puttiogjects from the sample in order,
sorting them in decreasing order in relation tonested values of probability of objects
affiliation with negative class on the basis of adal (probability of company’s

bankruptcy).

Gini factor is used to examine superiority of egtied model over random model —
randomly made decisions. It is calculated using forenula (2), however, one should
firstly put objects in order in research samplesréhation to decreasing values of
bankruptcy probabilityk index present in formulas (1) and (2) means is ttase the

number of different attributes or categories ofiafaility for values of bankruptcy

probability in research samples.

Validation values of IV and Gini factors are intexfed as follows: the higher (closer to 1)
the values of these factors, the better the moadilikty to correctly classify bankrupts
and non-bankrupts. Whereas for models with a stpredictive power they should take
values of at least 0.35 or higher.

Kolmogorov-Smirnov statistics value (KS statisticdgfines the maximal distance
between distribution functions for conditional distitions in population of healthy
companies (NB) and bankrupts (B) and is calculasidg the formula (Thomas, 2009):

KS:mXax| F(x|B)- F(x|NB) 7

Divergence also expresses a unit of measure ofrdist between the scrutinized
conditional distributions of bankruptcy probabilifgr both company classes and it is
described with the following formula (Thomas, 2009)

D:1 —1+—1 (/,[ - U )2+M (8)
2o o2 )V TP 200,

where: g = Zfo (x| NB) - the average value of bankruptcy probability in a
population of healthy companies (NB)/ =ZXDf(X| B) - the average value of

X
bankruptcy probability in a population of bankruf®, g, = > (X~ ,uNB)2 Of (x| NB),

o} :Z:(x—,ua)2 Of (x| B) - variance of bankruptcy probability distribution
respectively for the population of healthy comparaed bankruptsf (x | NB), f (x| B)

- percentage of healthy and bankrupt companiesaf@iven category of bankruptcy
probability.

It is assumed that divergence should take valueseab.5, in order for the scrutinized
distributions to lay far enough from each other ahd scrutinized model to have
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acceptable ability to properly separate bankruptsnfcompanies not threatened with
bankruptcy.

Hosmer-Lemeshow statistics is based on Chi-squstaistics and it is calculated using
the following formula (Thomas, 2009):

N, (np - NB)®
Zln:g(1 R) ©

where: p, - average probability of affiliation with non-banigt class for the givenrating
category, NB - the number of healthy companies in a given gatiategory, N - set
number of rating categories, into which the ran§édankruptcy probability fluctuation
has been divided. Hosmer-Lemeshow statistics hdistebution )(2 with df = N-2
degrees of freedom. The higher the values of Hatistics, the better the model’'s ability
to differentiate distribution in both populatior3 &nd NB) and better classifying abilities
of the model.

ROC concentration curve is a graphic way of prasgralassification power of models in
correct separation of bankrupted and healthy compan comparison with the perfect
model (having an effectiveness of 100% correct sifigation) and random model
(completely random classification). Measure of comfity with the perfect model is the
measure of field under ROC cur\(e’\UROCz 0.5( Gini+ :I)) The higher (closer to 1)
are the values of field under ROC curve, the bgttedictive ability of the evaluated
model.

The previously characterized measures measureigshgndinative quality of models. To
examine both discriminative quality and calibratjprecision of models to learning data
and test data one uses brier factor (Brier Scové)La factor (Likelihood of the model).

Brier factor BS is calculated using the followirayrhula (Loffler, Posch, 2007):
BS="-> (4~ PO) (10)

where: n — the number of observations in samgje; dummy variable with value of 1,
when company is considered bankrupt and ones wittalae of O otherwisePD -
bankruptcy probability estimated on the basis ofaalel.

The lower the Brier factor value, the better caltbd is the model for data and it should
have better prediction properties.

LL model reliability factor (LL) is defined with thfollowing formula (Prusak, 2005):
LL=[]P(YIX) =[] PROX)" {1~ PR( N ay
where: n — the number of observatio3D (X;) - estimated bankruptcy probability at

given values of entry variables (independent) imadel, Y, - dummy variable defining
(Y=1 — bankrupts) and (Y=1 — non-bankrupts).
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The higher the values of classification model tgligy for a learning sample, the better it
is calibrated on the basis of entry data. High @alof reliability indicator for the test
sample should point to good classifying value efitiodel also for new, unknown cases.

The table below (Tab. 5) presents validation dtesisfor all examined models of
predicting bankruptcy of logistics companies

Table 5. Validation parameters of estimated mofigla prediction horizon of 1 year

Eff, Eff, - . Brier LL
Model NB B IV K-S Gini Divergence H-L AUROC Score  (model)
learning sample
88% 96% 3.6 0.83 0.89 8.8 11.2 0.95 0.081 1,8(10°
Logit

test sample

78% 90% 2.8 0.80 0.91 5.7 3,3 0.95 0.1083,010°

learning sample

10
Network 92% 91% 4.0 0.83 0.89 5.3 179 0.95 0.152 1,310
MLP 26-8-2 test sample

89% 100% 2.4 0.89 0.82 29 48.2 091 0.162 2,110°

learning sample

9
Network 92% 83% 2.6 0.75 0.86 4.2 13.1 0.93 0.135 1,510
MLP 6-3-2 test sample

89% 90% 2.8 0.79 0.91 7.0 3.6 096 0.1118,6010"

learning sample

92% 96% 5.7 0.96 0.93 14.4 7.2 0.97 0.0591,8M10°
C&RT Tree

test sample

78% 90% 1.3 0.68 0.67 4.2 19.0 0.83 0.140 1,110*

Source: own study.
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Table 6. Validation parameters of estimated mofiela prediction horizon of 2 years

Brier

Eff, Eff, - .
Model NE B IV K-S Gini Divergence H-L AUROC Score LL (model)
learning sample
74% 81% 1.9 0.58 0.65 2.2 6.0 0.82 0.1721,110"
Logit

test sample

79% 79% 1.8 0.57 0.70 2.9 49 0.85 0.1532,8M10°

learning sample

Network 88% 84% 3.6 0.74 0.87 5.9 96 094 0.103%,8(10"%

MLP 22-
17-2 test sample

100% 86% 3.7 0.86 0.92 10.2 24 0.96 0.0873, 710"

learning sample

21
Network 67% 79% 2.4 0.56 0.70 24 14.8 0.85 0.184 1,8[10
MLP 4-8-2 test sample

100% 86% 3.7 0.86 0.94 6.8 114 0.97 0.167 4,600’

learning sample

88% 81% 2.8 0.70 0.75 4.2 8.8 0.88 0.122,6[10%
C&RT tree

test sample

71% 71% 1.3 0.50 0.56 0.8 19.0 0.78 0.229 0
Source: own study.

5. CONCLUSIONS

When setting predictions of possible bankruptcyhvielp of examined models it is worth
introducing a separation into two groups, like iasvdone previously. One of them
comprises of predictions made by models estimatethe basis of data for the period of
one year before bankruptcy, the second one inclpdedictions for the same group of
models, however estimated on the basis of datemfmryears until the bankruptcy moment
(Tab. 7). In the first case we consider a sampl@2ofhealthy” logistics entities from the

Podkarpacie region. In the second version the tatatber of companies amounts up to
61.
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Table 7. Average value of predictions in sectiomxdmined models for Podkarpacie.

estimation based on data from one year before batdy period

logit model 0.316692
C&RT model 0.234901
MLP 26-8-2model 0.456908
MLP 6-3-2model 0.410757
Average one-year prediction 0.454873
Average two-year prediction 0.596491
Average three-year prediction 0.683806
estimation based on data from one year before batdy period
logit model 0.354433
C&RT model 0.439643
MLP 4-8-2model 0.407781
MLP 22-17-2model 0.298116
Average one-year prediction 0.374993
Average two-year prediction 0.562758
Average three-year prediction 0.671097

Source: own study.

Dividing the above bankruptcy probabilities intootwategories, namely one up to a value
of 0.5 and the other more than 0.5(non-bankrugtamkrupt), one needs to underline the
fact that among operating logistics companies ff@aukarpacie there are no negative
indicators for the whole sector. the worst negafivemises concerning whole groups of
companies are given with help of an artificial re@uretworkMLP models, because they

exceed value of 0.4 and they are much higher tha&ntivo others. In the case of

estimations on the basis of data for two yearsreefmnkruptcy period one can observe
improvement in indications of artificial neural merk models and deterioration of

classification trees’ indications.

When evaluating average predictions for a periainfone up to three years it can be
generally said that only average two year indicetishow signals of possible bankruptcy.
Of course, the longer the prediction horizon, tighér the bankruptcy possibility.

An interesting comparison in case of predictioruealin section of four examined models
can be the illustration of a number of signs fosgible companies’ bankruptcy (Tab. 8).

Table 8. Evaluation of bankruptcy threat scale suarey of models.
Number of bankruptcies

0 1 2 3 4
estimation based on data from one year beforerbptdy period
38 17 5 9 13

Podkarpacie (46.34%) | (20.73%) | (6.10%) | (10.98%) | (15.85%)

estimation based on data from two years befor&rogicy period

Podkarpacie 28 13 ’ 8 S
(45.90%) | (21.31%) | (11.48%) | (13.11%) | (8.20%)

Scale of Average . .

bankruptcy risk Small threat threat High probability

Source: own study.
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Large number of companies was in the group of $iedasmall threat in regard to
possible predictions concerning bankruptcy. Ergtitter which none or one of the
examined models showed a potential danger of batdywcan be included in this class.
One needs to underline the fact that high numberoaipanies in a survey of estimated
methods does not have any negative indicationsaly prove a really solid position of
these entities. This group makes more than a h#lffeoresearched ones.

When comparing estimations on the basis of datafer year and two years before the
bankruptcy period, the second group fares bettethis case one can observe a distinct
declining trend for a number of companies in relatio the number of possible negative
indications.

An interesting juxtaposition can be made of sigtfiaisbeing threatened with bankruptcy
for each researched model (Tab. 9). Here one caducd a real evaluation of the quality
of their indications. It seems that the most stali¢hout regard to the examined version,
is the logit model. The most sensitive are modéktificial neural networks.

Table 9. Enumeration of threats for given models.

Bankruptcy
Yes No
estimation based on data from one year before batdy period
logit model 25 (30.5%) 57 (69,5%)
C&RT model 18 (22.0%) 64 (78.0%)
MLP 26-8-2model 34 (41.5%) 48 (58,5%)
MLP 6-3-2model 29 (35.4%) 53 (64.6%)
estimation based on data from two years before rogidy
period
logit model 21 (34.4%) 40 (65.6%)
C&RT model 23 (37,7%) 38 (62,3%)
MLP 4-8-2model 12 (19.7%) 49 (80.3%)
MLP 22-17-2model 15 (24.6%) 46 (75.4%)

Source: own study.

When performing a general evaluation of the exathigeoup of models one has to
implement the previously used division. So for regtions on the basis of data for one
year before bankruptcy period of a given entitylilst results are produced by a model of
the C&RT classification trees, mainly for the so-calledridiag sample and models of
artificial neural networks for the test sample. fAsthe second group, model of artificial
neural network$1LP 22-17-2for both test and learning groups can be used.

REFERENCES

[1] Altman E. I., Haldeman R. G., Narayanan P. (19ZBTA ANALYSIS, a new model to
identify bankruptcy risk of corporation$Journal of Banking and Finance 1, pp. 29-54.

[2] Atiya A.F. (2001),Bankruptcy prediction for credit risk using neuratworks: A survey
and new resultdEEE Transactions on Neural Networks 12 (4),942-935.



132

T.Pisula, G. Mentel, J. Begna

(3]
(4]
(5]
(6]
(7]
(8]
(9]
(10]

(11]

(12]

(13]

(14]
(15]

(16]

(17]
(18]
(19]
(20]
(21]
(22]

(23]

Breiman L., Friedman J.H., Olshen R.A., Stone C.J93).Classification and Regression
Trees Chapman and Hall.

Fletcher D., Goss E. (1993)\pplication forecasting with neural networks an apation
using bankruptcy datdnformation and Management 24, pp. 159-167.

Frydman H., Altman E.l., Kao D. (19839ntroducing recursive partitioning for financial
classification: The case of financial distredsurnal of Finance 40 (1), pp. 269-291.

Jones S., Hensher D.A. (200#redicting firm financial distress: A mixed logitoohel
Accounting Review 79 (4), pp. 1011-1038.

Karels G.V., Prakash A.J. (1987Multivariate normality and forecasting of business
bankruptcy Journal of Business Finance and Accounting 141@37).

Kaski S., Sinkkonen J., Peltonen J. (20@3nkruptcy analysis with self-organizing maps
in learning metricsIEEE Transactions on Neural Networks 12 (4),986-947.

Kiviluoto K. (1998),Predicting bankruptcies with self-organizing m&eurocomputing 21,
pp. 191-201.

Kolari J., Glennon D., Shin H., Caputo M. (200R)edicting large US commercial bank
failures Journal of Economics and Business 54 (32 1), §p-387.

Kumar P. R., Ravi V. (2007Bankruptcy prediction in banks and firms via stiata and
intelligent techniques — A reviewEuropean Journal of Operational Research” 18@T20
pp. 1-28.

Lam M. (2004) Neural networks techniques for financial performapoediction:

integrating fundamental and technical analy$¥cision Support Systems 37, pp. 567-581.
Lee K., Booth D., Alam P. (2005 comparison of supervised and unsupervised neural
networks in predicting bankruptcy of Korean firn&pert Systems with Applications 29,
pp. 1-16.

Leshno M., Spector Y. (1996Neural network prediction analysis: The bankruptcgea
Neurocomputing 10, pp. 125-147.

Loffler G., Posch P., N. (2007¢redit risk modeling using Excel and VBAydawnictwo
Wiley, Chichester, West Sussex, pp. 156.

Marais M.L., Patel J., Wolfson M. (1984jhe experimental design of classification models:
An application of recursive partitioning and booégiping to commercial bank loan
classifications Journal of Accounting Research 22, pp. 87-113.

Martin D. (1977),Early warning of bank failure: A logit regressiopproach “Journal of
Banking and Finance”, 1, pp. 249-276.

Matuszyk A. (2004), Credit scoring — metoda zamzania ryzykiem kredytowym
Wydawnictwo CeDeWu, Warszawa, pp. 119-122.

Ohlson J.A. (1980)Financial rations and the probabilistic predictioaf bankruptcy
Journal of Accounting Research 18, pp. 109-131

Prusak B. (2005), Nowoczesne metody prognozowania zzgm@ finansowego
przedsébiorstw, Wydawnictwo Difin, Warszawa, pp. 50.

Serrano-Cinca C. (1996%elf-organizing neural networks for financial diagis Decision
Support Systems 17, pp. 227-238.

Tam K.Y, Kiang M. (1992)Predicting bank failures: A neural network approa€¥ecision

Sciences 23, pp. 926-947.
Thomas L. C. (2009)Consumer credit models. Pricing, Profit and Portigli Oxford
University Press, Oxford, pp. 111.



Predicting bankruptcy of companies... 133

(24]

Wilson R.L., Sharda R. (1994Bankruptcy prediction using neural network3ecision

Support Systems 11, pp. 545-557.

[25] Witkowska D. (2002), Sztuczne sieci neuronowe i metody statystyczne. avgbr

(26]

zagadnienia finansow€.H. Beck, Warszawa, pp. 86-87.

Yu L, Wang S., Lai K. K., Zhou L. (2008)Bio-Inspired Credit Risk Analysis.
Computational Intelligence with Support Vector Madsn Springer-Verlag, Berlin
Heidelberg, pp. 14-15.

Notes

Note 1. site.securities.com

PROGNOZOWANIE UPADLO $CI FIRM Z SEKTORA LOGISTYCZNEGO
DZIALAJ ACYCH W REGIONIE PODKARPACIA

W artykule przeprowadzono badanie skuteéznadznych koncepcji modelowania
upadidci przedsgbiorstw z sektora logistycznego. W celu petnigjgzeobrazowania
zagadnienia ww. prognozowanie ewentualnych negatgiwvnskutkdbw prowadzonej
dziatalngci przeprowadzono dla wszystkich firm ww. sektorziathcych w regionie
Podkarpacia. Analiza zostala poparta danymi pocloydzi z bazy danychEMIS
(Emerging Markets Information Serv)ceSzeroka gama 28 wskakow finansowych
zostala pogrupowana naepigrup wskanikow tj. odpowiednio wskaniki ptynnosci,
zyskowndci, zadhzenia, sprawn&i dziatania oraz finansowe. \&gj wspomnian probg
badawcz podzielono na grup przedsibiorstw chorych — w stosunku co do ktérych
ogtoszono upadig — oraz grup tzw. firm zdrowych (sprawie dzialgjych, o dobrej
kondycji finansowej. Pod&jie takowe pozwala na lepszbiektywny ocere stosowanych
metod w zakresie modelowania upddio Celem niniejszej publikacji byta zatemech
znalezienia czynnikéw (modeli) opisoych ryzyko upadkxi przedsgbiorstw w kontekcie
ich skutecznéci przewidywa w horyzoncie jedno- i dwu letnim. Zastosowano wnty
wypadku modele regresji logistycznej, drzew klasdiyjnych oraz dwoéch wariatow
sztucznych sieci neuronowych. Peinej oceny zastaspeh modeli dokonano w procesie
walidacji. Podstawowym nagdziem stosowanym w tym wypadku do badania efektyaino
klasyfikacyjnej modeli klasyfikacyjnychasmacierze poprawnych klasyfikacji. Dokonano
zatem oszacowania poprawnych orazlhich odsetkéw wskazanodeli zaréwno w grupie
wskazanych wczmiej przedsibiorstw zdrowych jak i chorych. Ostatecznie
przeprowadzono ocenporuszanych na tamach artykutu metod oraz ogokugjdyciji
sektora logistycznego w rejonie Podkarpacia.

Stowa kluczowe:upadidé, sektor logistyczny, modelowanie, wgkiki finansowe.
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Beata REBISZ?

THE STUDY OF THE DYNAMICS OF TRAFFIC
ACCIDENTS USING THE CONTROL CHARTS

The aim of this article is an attempt to use thetia chart for the average to study the
dynamics of traffic accidents in selected Europeaunntries. The study covered the three
countries: Poland, Ukraine and Sweden for the det@93-2008. The obtained results were
compiled with the European average-annual numbeacofdents for 42 countries. The
analysis confirmed that according to common opinBweden has the lowest average of
accidents, while Ukraine oscillates around the Beam canon, which may be surprising,
considering the fact that Ukraine is seen by mang aountry with low and high culture of
driving accidents. The analysis showed that thestvanks shows Poland, which differs
significantly from the European average in spitehef positive trend noticeable since 1997.
It was also found that the liberalization of rubexl increase the number of cars contributed
negatively to the increase in the number of ace&l@dkraine), and exacerbation of traffic
regulations had a positive impact on test featBi@and). It should be emphasized that the
website of the European Economic Commission, whiehdata were collected from has no
information for subsequent periods. It is therefdifécult to determine whether the positive
trend of Poland development remains at a simikeelJeand within the next four years, i.e.
until 2012 it managed to get closer to the expet#gdl in Europe. In the case of Ukraine
the opposite trend can be observed, but agairhfoisame reasons it is hard to determine
whether the negative trend was prevented. It i3 g possible to examine what impact on
the development of the number of accidents in Rbkmd Ukraine had the organization of
mass events such as Euro2012 and related with litnmilion-dollar expenditure on the
improvement of road infrastructure.

Keywords: control charts, traffic accidents, dynamics, therage.

1. INTRODUCTION

Monitoring of socioeconomic processes is one ofebsential tasks of the Department
of Mobility and Transport of the European Commissidt aims at the qualitative
improvement of the phenomena being observed, thetemance of the observed positive
trends, as well as counteracting the negative srandterms of both time and space.
Extensive use of econometric methods had been widstd here, in particular those
related to the analysis of time series. Howevex sitientists are constantly looking for the
alternative methods for the analysis of dynamicnpineena.

This work places emphasis on the attempt to usedhé&ol chart for the average in
the study of the dynamics of traffic accidentshe three selected European countries in
the period 1993-2008.

! Beata Rbisz, MSc, Department of Quantitative Methods, Rgaf Management, The Rzeszow University of
Technology, al. Powstaéw Warszawy 8, 35-959 Rzeszdw, tel. + 48 (17)86%4, e-mail: b_rebisz@prz.edu.pl.
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2. CONTROL CHARTS — METHODOLOGY

Waler Shewhart is considered to be the father nfrobcharts, who first adapted it to
practical purposes in 19241]. The basis for their use is the belief tha¢ tinternal
(natural) variability, characteristic for each peges, can be controlled independently of
external factors (non-accidental) which negativaffect the investigated phenomenon.
Their appearance will force a change process and firup to standard.

Depending on the type of tested feature and thenlyidg process it is possible to
choose from many types of control charts suchtes:chart of average value and range
chart (X and R), the chart for the average valug standard deviation (X and S), the
chart for median and range chart (MR) and the spetiarts with the moving average
(MA), cumulative sum (CUSUM), or similar for meaabte features and immeasurable
ones: the fraction of non-compliant chart (charbrpnp) and for the number of non-
compliance for one unit (chart z or u). In this Wwdor the analysis, the charts for the
average value had been used.

An important added value of his method is simplal atear presentation with
diagrams maintenance, which resemble simple linpltgg where the x-axis the number is
plotted, while the y-axis the value of the collecwample. The scheme is supplemented
by the top and bottom control lin&Jper and Lower Control Limit) and the central line
(Central Line). Customarily,it is assumed that the value of the control lindre a
multiple of the standard deviation, while the cahline is desired for a given process size
around which the observed values of the safrigleshould oscillate. The result of these
annotations is presented below in Figure 1.

Upper Control Limit

Variable

Lower Control Limit

Time
Fig. 1. The graphical presentation of the contt@rtwith inlaying demonstrative control links
The analysis of control charts focuses on the odimtg of the tested process for its

stability. It is assumed that the process is umdaitrol if the observations do not exceed
the control lines.

2 M. Best i D. Neuhauser, ,Walter A Shewhart, 198dd the Hawthorne factoryQuality and Saety in Health
Care, vol. 15, no 2, pp. 142-143, 2006

3M. L. Berenson, D. M. Levine i T. C. Krehbiel, Ba8usiness Statistics, Prentice Hall, 2012.
4 Source: http://www.tangram.co.uk/
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3. THE RESULTS OF THE ANALYSIS

Detailed analysis of the dynamics of traffic accidewith the usage of control
charts have been conducted in case of two devejopiuntries: Poland, a transit
country between the Eastern Europe and the Westhwk the member of the
European Union; Ukraine, in which the road law @msidered a significantly liberal
and in contrast one of the Scandinavian count@egeden, considered to be highly
developed, where the culture of driving and theliquaf roads is at a high level, and
the penalties for driving offenses are a deterhégi. In this case data derived from
the Economic Commission for Europe (E€Rad been used. Individual data had been
compared with the average results for Europe.

In the first stage of the analysis the control tlar the average value for all 42
European countries had been used. Data downloaded ECE were presented for
each country on a monthly basis. To be able to taith@mn for the purpose of control
charts, the average values for each month had detenmined and then the monthly
average values had been aggregated to the anreralgav The central line equals to
3.587 was determined as the average value detatrfonall subjects of observations.
Upper and lower control line were taken as threms the standard deviation and are
respectively 3.961,9 and 3.312,1

Figure 2 shows the graphical representation ofctbrtrol chart for the average
including all European countries. It is assumed tha process is out of control if the
observation exceeds one of the limits, upper oelowowever, because of the nature
of the tested features i.e., road accidents thetliat they exceed the top control line is
alarming because the value below the lower contimd indicates a positive
development of the studied phenomenon. It is ckbat the warning signal is
generated for the years 1994, 1995 and 2009. Tékage of accidents in these years
is more than four thousand. Countries which systiealdy overestimated the
European annual average of accidents are: Polamtlygal, Russia, Spain, Turkey,
Italy, France and England. It is clear that theedigwped countries dominate on this list,
what can be surprising, because in current opimbrmany, in the developing
countries the proportion of accidents is the hightbe culture of driving is low, the
infrastructure is unsatisfactory. This is reflecen in the warnings for tourists who
want to come to the territory of that country usthgir own car, while the developed
countries are considered to be safe and friendiydfivers. The presence on the list
such countries as England, Italy or France canxpiimed by a higher proportion of
cars per capita which gives statistically a grear@bability of the occurrence of an
accident or collision than in the case of countifesvhich the amount of traffic is
lower. According to data from the World Bank at theginning of the 1990s an
average on 1.000 residents in developed countcissuated for not less than 300 cars
(in most Western European countries this numbegadrbetween 400-500 with the
exception of Germany and Italy where the percenteaeabove 500)

® http://w3.unece.org

® Details of the techniques of calculation and desificontrol charts are available in:
[5]Levinson, W. A., 2011Satistical Process Control for Real-World Applications. p.l.:CRC Press.
[6]Zontec, 2010The Book of Statistical Process Control. Second Edition ed. p.l.:The Zontec Press Cincinnati

7 http://data.worldbank.org
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Fig. 2. The graphical presentation of the conthalrtfor the average for Europe

Europe
X-bar: 3587,0 (3587,0); Sigma: 432,92 (432,92)

4 3961,9

13587,0
13212,1

'94 '96 '98 '00 '02 '04 '06 '08

The use of control charts for Poland (Fig. 3.) sbdwhat the year 1997 turned out
to be the critical one, where the average annualbeun of accidents was higher than
5.000. The observations for the remaining yearsllaeg around the average of
4.553 located in the critical area, also designatethree times the standard deviation
— 5.187 and 3.919 respectively. A clear downwaethdr of the average number of
accidents can be observed in the Republic of Polstadting from the critical year
1997 which continues until the end of analyzedqzkriThe reason for the decreasing
trend in Poland may be the Law on Road Traffic pdssn 20 June 1997, which
among other things provided for the use of lightautumn and winter, the use of seat
belts in cars also in the back seat as well asniare effective fight against driving
under the influence of alcohol and the preventibalcoholisnf [3].

8 J. Moskalewicz i JZulewska-Sak, ,Alkohol w latach transformacji ustrej w Polsce. Raport z realizacji
celu operacyjnego Narodowego Programu Zdrowia.”
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Rys.3. The graphical presentation of the contrakcfor the average for Poland

Poland
X-bar: 4553,0 (4553,0); Sigma: 732,31 (732,31)

¥ 5187,2

4553,0

3918,8
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The results of the analysis for Poland May be alimpaespecially a positive
development trend showing a decreasing numberafl@cts. However, the adoption
of the European average equal to 3.587 as theatdinie and applying it to a control
chart for Poland (Fig.4) shows clearly how far Pdldrom the Europe is. Even in the
years where the number of accidents was below 4.080 in 1993 and 2007 the
average number of accidents is not situated bd@wpper limit of the control set on
the European database. The lack of database fseguént periods does not allow to
determine whether the positive downward trend teduh the achievement of average
at the acceptable European level.

Fig. 4. The graphical presentation of the contiwdrt for the average for Poland where the
central line is the average for Europe

Poland
X-bar: 4553,0 (3587,0); Sigma: 732,31 (432,92)

13961,9
{3587,0
{3212,1

'94 '96 '98 '00 '02 '04 '08
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A similar analysis was conducted for Ukraine (Figrl 6). The results, however,
significantly differ from those for Poland. The maidlifference is the central line
(3.335), which is lower than the European averdmd, with a greater standard
deviation. The Report of Ukraine from 2008 prepasgdhe Oxford Business Group
[4] as an important cause of the increase of aotsde Ukraine until 2008, the year in
which the number of accidents has increased aldmgbled compared with the year

2000, provides a significant increase in the nundfecars and the liberalization of
road regulations.

Fig.5. The graphical presentation of the contr@rtfor the average for Ukraine

Ukraine
X-bar: 3334,6 (3334,6); Sigma: 810,20 (810,20)

1 4036,3

13334,6

1 2633,0

'94 '96 '98 '00 '02 '04 '08

Comparing Ukrainian results with the European ayerand taking into account
the fact that the annual average for Ukraine wagetothan the European, it is not
surprising that the modified control chart (Figi®)xonfusingly similar to the original
chart and the only year in which there was the uppit is the year 2008.

9 . The Report Ukraine 2008,” Oxford Business Group
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Fig. 6. The graphical presentation of the conttart for Ukraine, where the central line is the
average for Europe

Ukraine
X-bar: 3334,6 (3587,0); Sigma: 810,20 (432,92)

1 3961,9
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In contrast, the control chart for Sweden has bgenerated (Fig.7), which
presents the average annual number of accidentexwgeding the alarm values
throughout the period considered. Only a slightease in the number of accidents
between 2001 and 2003 is noticeable. However, wasth noting that due to the
adopted scale (a small value of the standard demjathe increase in the graph
appears to be significant. Nominally, however, tisisan increase of approximately
300 units, which nevertheless does not exceedpperdimit of control, defined at the
level of 1.562. as can be seen after 2003 the graves stopped and the average
number of accidents remained at a stable level.dR@ng at a high level and being
continued the improved road safety program, contbingh a very good state of the
roads and a high driving culture result in this oy having one of the lowest
accident rates in Europe and in the world. Thieflected in the Figure 8., presenting
the average of accidents for Sweden in the backgtof Europe, where evidently the
two averages differ from each other and even thbdst average values of accidents
for Sweden are far below the critical value for Eangopean average.
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Fig. 7. The graphical presentation of the conthalrtfor the average for Sweden

Sweden
X-bar: 1391,2 (1391,2); Sigma: 197,54 (197,54)
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Fig. 8. The graphical presentation of the contfwrt for the average for Sweden, where the
central line is the average for Europe

Sweden
X-bar: 1391,2 (3587,0); Sigma: 197,54 (432,94)
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4. CONCLUSIONS

The aim of the work is an attempt to use the cdwmtnarts for the average to study
the dynamics of traffic accidents in selected Eeeopcountries. The study covered
three countries: Poland, Sweden and Ukraine inptréod 1993-2008. The obtained
individual results were further combined with a &pean annual average number of
accidents, calculated as the average number alexsi for 42 countries. The analysis
confirmed that in accordance with the general apinthat Sweden has the lowest
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average of accidents while the Ukraine oscillatesirad the European Union, which
may be surprising considering the fact that Ukrasneeen by many as a country with
low driving culture and high rate of accidents. Theesented results, however,
contradict this thesis. The worst in their rankPisland, which differs significantly
from the European average, despite the positivadtreoticeable since 1997. It was
also found that the liberalization of regulatiomsi ahe increase in the number of cars,
negatively contributed to the increase in the nunbeccidents, while tightening the
regulations on the roads traffic had a positive dantpon the study. It should be
emphasized that the website of the European Ecan@mimmission, from which the
data for analysis had been downloaded, does neat th@vdata for subsequent periods.
Therefore, it is difficult to determine whether thesitive trend for the development of
Poland remains at a similar level, and within thextnfour years i.e., until 2012 it
managed to get close to the expected European. levehe case of Ukraine, the
opposite trend can be observed, but again for &neesreasons it is not possible to
determine whether the negative trend has been miedelt is also impossible to
examine what impact on the number of accidentsalari®l and in Ukraine had the
organization of mass event which was Euro 2012 nwheing the preparations for the
championship, both governments put a great empluasithe development of road
infrastructure, however, because of summer montlisthe organization itself there
was heavy traffic on the roads of both countries.
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BADANIE DYNAMIKI WYPADKOW KOMUNIKACYJNYCH Z ZASTOSOWA  NIEM
KART KONTROLNYCH

Celem pracy jest proba zastosowania kart kontrolayakredniej do badania dynamiki
wypadkow komunikacyjnych w wybranych krajach euijekieh. Badaniem obkfych
zostaly trzy kraje: Polska, Ukraina i Szwecja, maeptrzeni 1993-2008 roku. Otrzymane
indywidualne wyniki zostaly zestawione z europejskednioroczg iloscia wypadkow,
obliczory na podstawiesredniej dla 42 krajéw. Analiza potwierdzitaze zgodnie
z powszechs opinia, Szwecja charakteryzujegshajnizsz srednk wypadkoéw, natomiast
Ukraina oscyluje wokét kanonu europejskiego, cozendziwi, zwazywszy na fakt,ze
Ukraina widziana jest przez wielu jako kraj o nejkikulturze jazdy i wysokiej
wypadkowdci. Analiza wykazataze najgorzej plasuje siPolska, ktéra znagzo odbiega
od europejskiejsredniej, mimo pozytywnego trendu zauwabego od 1997 roku.
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Stwierdzono dodatkowoze liberalizacja przepisow oraz wzrost liczby sanuaidw,
negatywnie przyczynity sido wzrostu liczby wypadkéw (przypadek Ukrainy)tamaiast
zaostrzenie przepisbw o ruchu drogowym miato poagty wptyw na badan ceck
(przypadek Polski). Naly podkreli¢, ze strona Europejskiej Komisji Gospodarczej,
z ktérej pobrano dane, nie dysponuje danymi zajikelekresy. Trudno zatem stwierdzi
czy pozytywna tendencja rozwojowa Polski utrzymigie na podobnym poziomie
i w przeciagu czterech kolejnych lat, tj. do roku 2012 udalosi zblizy¢ do oczekiwanego
poziomu europejskiego. W przypadku Ukrainy obseraiowozna tendenegj odwrotry,
jednak znowu z tych samych powodéw nie jestlimgym ustalenie, czy negatywny trend
zostal zastopowany. Nie jest réwhnienozliwe zbadanie, jaki wptyw na rozwoj liczby
wypadkow w Polsce i na Ukrainie miata organizacgsawej imprezy jakbyto Euro2012
i zwiazane z i wielomilionowe wydatki na popraminfrastruktury drogowej.

Stowa kluczowe:karty kontrolne, wypadki komunikacyjne, dynamikgdnia.
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THE SIZE OF PUBLIC PASSENGER TRANSPORT
AND THE NUMBER OF PASSENGER CARS
IN POLAND AND SLOVAKIA

The increase in wealth of the society leads tonarease in the number of possessions.
Nowadays, one of the basic goods is our own veh&farting from the second half of the
twentieth century a passenger car has become thenmans of transport in Europe. The
development of the automotive industry is critifial the changes taking place in the way of
satisfying transport needs. The increase in thebmurof cars in society usually leads to a
lower demand for public transport services.

The paper is a comparison of the size of the pubdinsport of passengers and the
number of passenger cars in two bordering countiies in Poland and Slovakia. The
available data collected by the statistical offioé®oth countries were used in the analyses.
The data covered the years 2007-11 and relatednpess and regions in Poland and
Slovakia. In order to compare with each other theisd variables, these data were referred
to the size of the population in the regions.

To study the relationship between variables theetation analysis as well as linear
regression were used. The conducted analysis shimatsthe growth of the automotive
industry has contributed to the decline in the nermiif public passenger transport in both
countries. For each country this relationship wascdbed by the linear regression equation.
In addition, for both countries there were deteeditinear trend equations of the studied
variables and demonstrated the existence of anagoyends in the regions. Also there were
shown some differences between regions and cosntiigich are expressed mainly in the
values of variables, and the pace of change.

Keywords: public passenger transport, a passenger car, mewariables, correlation
analysis and linear regression.

1. INTRODUCTION

The increase in wealth of the society leads torgnease in the number of possessions.
Nowadays, one of the basic goods is our own medrsansport. Having your own
personal means of transport results from the neechaet ever increasing individual
transportation requirements. Starting from the sddoalf of the twentieth century a car
has become a very popular mean of transport in feurdhe increase in the number of
cars in society can lead to a reduced demand foigoansport.
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In the paper it was analyzed how the size and timeber of passenger cars in Poland
and Slovakia in the period 2007-11 developed. ldeorto eliminate the effect of
population size of the two countries the followingriables: number of passengers per
1000 inhabitants and the number of passenger aard @O0 inhabitants were applied.
There were also studied the differences which éxisarious regions of the two countries
and between the countries.

The analysis was based on the data collected b§¢héral Statistical Office in Poland
and the Statistical Office of the Slovak Republl@ study the relationship between
variables the linear regression and correlatiotyaisawas applied (see: R. R. Wildx

2. PUBLIC TRANSPORT

One of the main factors determining the economiwvelbpment of the country is
transportation. Public transport is an area ofett@nomy. Modern transport infrastructure
can provide the effect of diffusion of the main s of economic growth of the country
on those parts which — due to the lack of adeqaetess government — are in a state of
stagnation. Properly organized transport and fdhigwthe innovations transport
infrastructure strengthen the competitiveness efdtate's economy and its consistency,
not only spatial, but also economic and social die research on transport in Poland in
terms of qualitative and quantitative terms, inatieh to the developed European
economies, clearly illustrates the disparities Wtace formed between the two countries.

Without effective functioning transport one canmalk about full advantage of the
potential of the economy and education. Low qualitly both these international
connections, as well as local ones, adversely tafifecmobility of the population and the
poor effects of trade and is a very significantrigarto the development of trade and
services.

The issue of passenger transport meets with thiglgmoof vague terminology. Such
an activity is referred interchangeably as pubt@nsport, within the agglomeration,
public, local, municipal or passenger. Often ayr@orym for the word of transport the
term communication is uséd.

Development of the proper communication systemtiascrequires large expenditure
allocated to infrastructure, including fleet vebil In order the system could encourage
the use of public mass transport it needs alsoaddition to a number of different
factors,some kind of encouragement with an attragtiice® Properly functioning public
mass transport is a vital component of the socifithstructure that enables sustainable
development.

Conducting appropriate actions to manageeffectittedyflow of people in urban areas
is a task for practitioners and theorists dealinitp vg@sues of urban logistics. According to

4 R. R. Wilcox,Applying Contemporary Statistical Techniquamsterdam: Academic Press, 2003, s. 173-206.

® J. Gadziski, Ocena dospnosci komunikacji przestrzeni miejskiej na przyktadBeznania Bogucki
Wydawnictwo Naukowe, Pozn£010, s. 17-18.

® A. Drewnowski, A. Wysocka, Mozliwosci rozwoju zintegrowanych systeméw kolejowo-drogiwy
pasaerskiego transportu regionalnegoswietle nowej ustawy o publicznym transporcie zbignm Zeszyty
Naukowe Politechnik$laskiej, Seria: Transport z. 75, Gliwice 2012, s. 22.

" T. Bartoshski, Cel i zakres ustawy o publicznym transporcie zbigra [w:] Materialy konferenciji ,Plan
transportowy w ustawie o publicznym transporcieombiym’(Warszawa, 25 XI 2009), SITK Oddziat
w Warszawie, Warszawa 2009, http://siskom.waw.pla#onferencje/20091125/publikacja_calosc.pdfl.
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the opinion of the European Economic and Social @dtaefrom 2007 which shows the

proposals for transport in metropolitan areas, wwrying fact is a fast decline of

collective public transport and an excessive groofthar traffic in cities. The Committee
recommends the need for actions affecting thecitteness and development of public
transport

The task of the public authorities is a gradualréase of its involvement
in the provision of public transport services ibam areas. At the beginning, in the time
of application of the omnibus as a means of trarisploe market was very competitive
and the involvement of local authorities was lirditeo the issuance of licenses and
possible enforcement. Today the situation is cotapledifferent. In retrospect, the
development of urban public transport market cadibieled into three stages:

e Stage | - associated with the creation of the fietsport companies characterized by
high dynamics and market instability;

e Stage Il - associated with the formation of mergaggeements and consolidation in
order to increase profits and achieve stability tbe market and the long term
functioning. Entrepreneurs were looking forwarateate a monopoly on the market;

» Stage Ill - which is a period of significant invelment of public authorities and high
interference.

Undertaken measures,which are used to achieve tigigcrelated to integrated
transport policy and land use in cities, are ai@etthree groups including:

» development of the city in accordance with the sewf the route characterized by the
best service by public transport;

« introducing difficulties in the use of private camshe central parts of cities;

« shortening the length of routes to those whichtlagemost popular destinations among
passengers.

Introduction of modern means of transport is prilpaassociated with the reduction
of transport costs of service and ensuring relighihd convenience for passengers as
well as its safety while traveling. Technologichboges are generally associated with the
process of diffusion. The process of diffusion @fchnology means the gradual
improvement of inventions and innovations. Thisqess is related tothe development of
human skills necessary for the use and applicaifamew techniques to improve the old
technology and industry. Some significant markatdees which are a measure of the rate
of adoption of new technologies have a great imideeon the diffusion’

3. CHANGES CHARACTERISTICS IN PUBLIC TRANSPORT

Among the currently existing systems of public sport, it is the urban transport which
has the most stable position in the transport sysfehe awareness of the needs of its
maintenance and the need for its continuous dew&op is also growing. The rapid

8 Opinion of the European Economic and Social Comemiton transport in urban and metropolitan areas
(exploratory opinion), TEN/276-CESE615/2007, Bris2807.

9 A. Costa, R. Fernandeblrban public transport in Europe: Technology diffus and market organization
“Transportation Research” Part A 46 (2012), s. 269

10 3. MalasekPakiety wdréeniowe koordynacji miejskiej polityki transportowepolityly zagospodarowania
przestrzennegqTransport Miejski i Regionalny”, nr 12, 2011,1s3.

1 A. Costa, R. Fernandesp. cit.,s. 269-284.
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growth of urban areas, the negative effects ofitteeeasing vehicular traffic are the
results of an increased number of accidents, isedkair pollution and congestion are the
impetus for the construction of a functioning palgassenger transpdft.

In Western European countries already in the 50shef twentieth century the
phenomenon of a steady decline in the size of pgsse using public transport, mainly
on local railway lines was observed. In Polands thénd appeared after 1990 as a result
of the rapid development of the automotive inddétrpver the last two decades the
number of passenger transport by bus decreasedtalowsfold. Among other reasons for
such a drastic decrease in the size of transpamr tthould be distinguished the following:
e competition from other carriers;

e poor quality of services, low level of modernizatiof means of transport;

< unsuitable offer to the needs of the transportasspngers;

< removal of unprofitable lines, destabilize profimbnes;

< lack of a coherent communication system on a swiadkfferent areas (region, county,
or municipality and country );

« low price competitiveness relative to private meafioad transport?

According to Eurostat data for 2010, the leadingntoy in the bus transport measured
in kilometers is Hungary, where the share of ta@gport in all transport amounts to 25.1
percent. For the EU the figure is 8.8 percent. Rbla classified into one of the last in this
respect, with the result of 6.4 percent.

The level of motorization is one of the statisticaéasures describing the state of
transportation in the country, region or city. Dftly a better measure would be to use
the distribution into transport tasks of individuakans of transport and an average trip
length of inhabitants . Unfortunately, only somedbgovernments collect such data.

The worrying aspect is the dominance of road trartsp passenger transport in the
United States (85%) and the European Union (83T¥4. cost of congestion phenomena
is estimated by European Union at 1.5 % of GDPs phienomenon limits the bandwidth
for European routes, and it is often the causegmificant delays on the routes, as well as
adversely affects the size of transport co5ts.

Among European countries, the largest share oftreael in the structure ratio of
91.1% is characterized by Lithuania. This factugpsising since countries such as Spain
and Germany (with the highest motorway networkse- fourthand second in the world),
and France (the longest network of public roadSunope) are not in the forefront of this
sheet. Poland is the runner of the classificattbe, percentage is 88.4%. It should be
added that the motorization rate in our countripéseasing. Slovakia, in turn, is a country
characterized by one of the lowest shares of pgssetars in the structure of travel

2 A. Drewnowski, A. Wysockagp. cit, s. 21.

13 Ibidem.

4 W. zdanowski, Rozwéj czy regres przysibd transportu publicznego w Polsce i na Dolnystysku
w perspektywie 2020nstytut Rozwoju i Promocji Kolei, Wroctaw 2012, 26.

5 M. Beim, Europejskie trendy w transporcie miejskim i regilmyan, [w:] Materiaty z konferenciji ,Przyszi@
transportu  publicznego — perspektywa regionalna uropejska” (Wroctaw, 5 Xl 2012),
http://www.wspolnesprawy.pl/uploads/Beim_trendy_ransporcie.pdf, s. 5-6.

16 M. Mindur, Transport paszerski w Stanach Zjednoczonych i Unii Europejskiejlatach 1990-2010
sTransport Miejski i Regionalny”, nr 7-8, 2011,42—-44.
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(77.8%). To the following there are classified omfyingary (63.1%) and the Czech
Republic (73.7%}’

In the next chapters it was checked how the sizetlam number of passenger cars has
developed in Poland and Slovakia in recent years.

4. DATA ANALYSIS FOR SLOVAKIA
Data on the number of passenger cars per 1000itahthare presented inTable 1.

Table 1. Number of passenger cars per 1000 inhabita Slovakia.

Years 2007 2004 2009 2010 2011 ngﬁgg&
Slovakia 265 | 285| 293| 307 324 21,9%
Region of Bratislava 413 431 440 458 500 21,2%
Region of Trnava 298 319 329 344 365 22,2%
Region of Trenéin 259  28( 287 301 318 22, 7%
Region of Nitra 275| 298] 306 321 344 24,9%
Region of Zilina 228 247 256 27( 288 26,4%
Region of Banska Bystrica 247 26(7 215 289 2P8 20,4%
Region of PreSov 205 222 229 240 250 22,1%
Region of KoSice 234 251 256 268 275 17,7%

Source: own study based on the data of the Staisiffice of the Slovak Republic.

Fig. 1. Number of passenger cars per 1000 inhabitarthe regions of Slovakia in the years
2007-11.
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Source: own study.

7 http://kurierkolejowy.eu/aktualnosci/9875/Trendytansporcie-pasazerskim.html
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In the years from 2007 to 2011 the number of pagsecars per 1000 inhabitants in
Slovakia was characterized by a constant upwardltr€his trend can be described by a
linear trend equation of the form:

xy = 253,5+ 138t + uy, (1)
where:
x— the number of passenger cars per 1000 inhahitants
t — the number of the next period of time (a yeb®)1, 2, ..., 5,
uy;— residual component of the model.

On the basis of equation (1), for which the co@ffit of determination is 0.984, it is
concluded that the number of passenger cars pdr ibd@bitants increased year on year
by an average of 13.8 of the vehicle. During theligtd period the increase was almost
22%, which gives an average annual rate of chah§el 6.

While studying the evolution of the number of pagge cars per 1000 inhabitants in
the regions of Slovakia it was stated that:

» during the research period in all regions regufaward trend performed (Fig. 1);
< depending on the region, throughout the periodinibecases ranged from 17.7% to

26.4%;

« clearly the largest index value was maintainecharegion of Bratislava (about 100%
more than the value of the smallest — in the Pré&&ygion).
In turn, the data on the number of passengers@@f fiopulation were shown in table 2.

Table 2. Number of passengers per 1000 inhabitar8kvakia.

Years 2007 | 2008| 2009 2010 2011 2g{‘f,ggg7
Slovakia 71216 | 67535 59566 57535 55433 -22,2%

Region of Bratislava 27984 27464 25248 25049 6&B6 -8,3%
Region of Trnava 63080 59062 516P3 50503 4941421,7%
Region of Trenein 103864 98608 88745 86013 @1(19-21,8%
Region of Nitra 82208| 8509l 77447 76433 72763 11,5%
Region of Zilina 90450 84692 75848 72081 72136-20,2%
Region of BanskaBystrica 90866 82217 70455 69/0B@ 672 -28,8%
Region of PreSov 61 220 5705% 49075 47 %29 44(58227,2%
Region of KoSice 52303 48571 411y2 37610 37 P0029,3%

Source: own study based on the data of the Statigdiffice of the Slovak Republic.

In the period from 2007 to 2011 in Slovakia themsva consistent trend of decreasing
the number of passengers per 1000 inhabitants.ughout the period, the decrease was
22.2% (year-on-year average of 6.1%).

This trend can be described by a linear trend émuat the form:

Yo = 74727 — 4156 - t + uy, )

where:
y: — the number of passengers per 1000 inhabitants,
t — the number of the next period of time (a yel#), 2, ..., 5,
Uy — residual component of the model.
Equation (2) shows that the number of passengersl@@0 inhabitants decreased
from year to year by average of 4156. This equadiescribes the variation trend of the
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number of passengers per 1000 inhabitants in al@#St (coefficient of determination’R
=0.937).

The equation of the trend indicates the trend ekbigment but does not explain its
cause. However, this is not difficult to find thause. Opposing trends in the number of
cars and the number of passengers per 1000 inhtbfta Slovakia in the research period
can be explained by the existence of a strong fineaelation between these variables
(correlation coefficient is equal to -0.94). Thislationship can be described by the
following linear regression equation:

Ve = 147914 — 290,4 - x; + u3; 3)
where:
Vi — the number of passengers per 1000 inhabitants,
X; — the number of passenger cars per 1000 inhabjtant
us; — residual component of the model.

Equation (3) indicates that the increase in the bemof passenger cars per 1000
inhabitants by 10 pieces causes a decrease in uh@er of transports per 1000
inhabitants by average 2904. Average error of edéinis about 2,647, which is slightly
more than 4% of the average number of passenghis.nfodel explains in almost 89%
changes in passenger sizes in Slovakia in the y&&5-11.

Fig. 2. Number of passengers per 1000 inhabitantee regions of Slovakia in the years
2007-2011.
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When comparing the regions of Slovakia due to thenlrer of passengers per 1000
inhabitants, one can see that:

» in all regions a regular decreasing trend was @bkseduring the period of time (Fig. 2);

- there are large differences between regions that systematically reduced; the
smallest transport size in the Region of Bratislarmd the largest — in the Region of
Trenein (in 2007 year — 271% more than in the RegidBratislava, and in 2011 only
216% more);
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« there are large differences in the rate of dedlieeveen regions, we can distinguish
three groups:
o0 smallest declines (approximately10%): Region oftBlava, Nitra Region;
0 medium-sized drops (about 21%): Region of Trnawgi& of Trenein, Region of
Ziling;
o the largest decreases (approximately 28%): RegfoBamska Bystrica, PreSov
Region, Region of KoSice.

5. DATA ANALYSIS FOR POLAND

The same tests as for Slovakia were performed étarfd. The corresponding data are
shown in Tables 3 and 4.

Table 3. Statistical data for Poland.

years 2007 | 2008| 2004 201 2011 25{'32%87
no. of passenger cafs 5o, 492 432 451 470 22.9 %

per 1000 inhabitants|
no. of passengers
per 1000 inhabitant

Source: own study based on CSO data.

In the years 2007-11 the number of passenger earkQ00 inhabitants in Poland was
constantly growing. This trend can be described bgear trend equation of the form:

Xe = 370,1 + 20,5 t+ Uyt (4)

106990 106619 9901t 102225 100972 -5,6 %

where:

X; — the number of passenger cars per 1000 inhabjtant

t — the number of the next period of time (a yel#), 2, ..., 5,
Uy — residual component of the model.

Based on the equation (4) it was concluded thahtimber of passenger cars per 1000
inhabitants increased year by year by an avera@®.6fof the vehicle. The coefficient of
determination is 0.959 which indicates a high cstesicy with the data model. During all
the studied period the increase was almost 23%chwhives an average annual rate of
change of 5.3%.

At the same time in Poland there was a decreatbeinumber of passengers per 1000
inhabitants. Throughout the period, the decline amed to 5.6% (year-on-year average
of 1.4%). This trend was brought closer with tmedr trend equation of the form:

y, = 108093 — 1643 - t + us, (5)

where:

y: — the number of passengers per 1000 inhabitants,

t — the number of the next period of time (a ye#L, 2, ..., 5,
us; — residual component of the model.

Model (5) shows that the number of passengers P00 linhabitants decreased
from year to year by average of 1643. This trendatiqn describes the variation of the
number of passengers per 1000 inhabitants in al&%S%t (coefficient of determination’R
=0.545).



The size of public passenger transport ... 153

Like for Slovakia, also for Poland the linear reggien equation was determined,

which allows to estimate the size of the passetrgasport based on the number of cars:
y, = 135389 — 74,6 - x, + U, (6)

where:

y: — the number of passengers per 1000 inhabitants,

X; — the number of passenger cars per 1000 inhabjtant

Ug; — residual component of the model.

Equation (6) indicates that the increase in the bemof passenger cars per 1000
inhabitants by 10 pieces causes a decrease in uhwar of transports per 1,000
inhabitants by average about 746. The average efrestimate is about 2,890, which
represents only 2.8% of the average number of pgssg which proves the high
compatibility of the model with the data. This mbdgplains in almost 50% the changes
in passenger sizes in Poland in the years 2007-11.

Table 4. Statistical data for provinces in Poland.

no. of passengers no. of passenger cars
per 1000 inhabitants per 1000 inhabitants
Provinces 2007 | 2011| SM@N9e| 5007 | 2011 | Change
in % in %
Lower Silesian 86 854 74 079 -14,7 3812 476,4 25)0
Kuyavian-Pomeraniap 91 477 82 932 -9,3 355,2 461,6 29,9
Lublin 44779 | 45062 0,6 347,2 4383 26,3
Lubusz 49579| 41052 -17,2 402/4  487,0 210
t6dz 78642 | 85120 8,2 373,2 4732 26,8
Lesser Poland 159806 118 830 -25,/6 376,2 451,3 0 20,
Masovian 185796 210644 13,4 4404 5191 17)9
Opole 29891 | 27570 -7,8 414 5116 23,5
Subcarpathian 32 423 25 378 -21,7 343,1 417,6 21,7
Podlaskie 98 097| 89 85( -8,4 340 409,2 20,3
Pomeranian 149 261 128 554 -13,9 38%,8 46,9 21,3
Silesian 135579 12311p -9,2 374{0  463,3 23,9
Holy Cross 59580 36716 -38,4 353|6  44Q,0 24,4
Warmian-Masurian 49 783 43 356 -12,9 332,6 418,3 ,825
Greater Poland 86 51( 84 051 -2,8 4379 531,6 21,4
West Pomeranian 109910 105 6p4 -3,9 33,2 4375 ,8 29

Source: own study based on CSO data.
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Fig. 3. Number of passenger cars per 1000 inhabitarPolish provinces.
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While observing how the number of passenger cars p@00 inhabitants
in Polish provinces shaped (Fig. 3), it was disred that:
* inall regions a regular upward trend was noticed;
« the highest value of the index is in Masovian amdaBr Poland, about 30% higher
than the minimum;
< in different regions in the research period theeases ranged from 17.9% to 29.9%.

Fig. 4. Number of passengers per 1000 inhabitan®olish provinces.
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When comparing the various Polish regions due ¢ontimber of passengers per 1000

inhabitants it can be observed (Fig. 4) that:

between regions there are significant differencethé sizes of transport: the smallest
value in Opole and Subcarpathian provinces, thgekrin Masovian;

in 13 regions a decline was recorded, while inttiree the growth rate, which is

dominated by a decreasing trend,;

in the research period the changes in differeribregranged widely, from a decline of

38.4% for the Holy Cross to increase by 13.4% irsdéan province;

changes are not regular — in many regions the aserén the index in the selected
years was recorded.

6. CONCLUSIONS FROM DATA ANALYSIS

In chapters 4 and 5 the analysis of data on puldicsport and automotive index in

Poland and Slovakia was done. In order to deterrainglarities or differences in the
changes taking place on the public transport maHeicomparison of relations between
countries was done. By comparing how the variabltegped in both countries in the years
2007-11, one may conclude that:

in all regions of the two countries the number aggenger cars per 1000 inhabitants
was characterized by a constant upward trend,tieguh the occurrence of similar
trends in the country (Figure 5);

the annual average growth rate in the two countgetained at a similar level (5.1%
in Slovakia and 5.3% in Poland);

in the analyzed period, the number of passenger par 1000 inhabitants in Poland
was approximately 46% higher than in Slovakia dmsl difference did not change;

the relative differences in the number of cars ketwregions in Slovakia was much
higher than in Poland (coefficient of variationiindividual years was approximately
21% for Slovakia and about 8% for Poland);

Fig. 5. Change in the number of passenger car$Q8# inhabitants in the years 2007-11.
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Fig. 6. Change in the number of passengers per ibd@ditants in the years 2007-11.
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* in all regions of Slovakia and in most regions ofdAd there was a reduction in the
number of passengers per 1000 inhabitants, whishltesl in the occurrence of
downward trends in both countries (Figure 6), therage annual rate of decline in
Poland (1.4%) was significantly lower than in Slkiea(6.1%);

e throughout the period the disparity between the tmantries in the number of
passengers per 1000 inhabitants increased; in 88750.2% more passengers were
carried than in Slovakia, and in 2011 up to 82.1&6am

« the relative differences in the size of passengansport between the regions of
Slovakia was much lower than in Poland (coefficiehtariation in individual years
was approximately 33% for Slovakia, while the cmédht for Poland rose from 50%
to 57%).

In conclusion, one can say that the statisticsoith lwountries confirm the existence of a

link between the number of cars and the size ofgrager transport. This relationship for

each country can be expressed with high accuracyheylinear regression equation.

Moreover, one can notice the presence in the y2@®3—11 similar trend of the tested

variables in the regions, which translates intd@gaus trends for the country. In addition

to these similarities, one can notice the diffeemnbetween regions and countries which
are expressed mainly in the values of variabled th@ pace of change.

The research done and the presented models, gkegphey illustrate and explain the
changes, can be also used for forecasting. The ritbfoa forecasting for urban transport
services, however, is a difficult task. In additimnthe saturation level of the individual
means of transport the communication mobility isoalimportant. Communication
mobility of the populatiolf depends on the number of inhabitants and theiackeristics
(occupational structure, place of employment or)aged the degree of industrialization
of the city (the specifics of the urban area). Thaterials available do not include
statistical data that would describe current trestsurring in these interesting areas.

18 K. Hebel, Potrzeby przewozowe jako determinanty popytu nagudgransportu miejskiego,Przeghd
Komunikacyjny”, nr 12, 2007, s. 26-29.
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Changes in both countries are similar to the trethd$ occurred in the "old" EU

countries several decades ago and are therefordtable. Knowledge of these
relationships may, however, allow faster achievenwdrnthe desired target state in the
form of re-development of public transport in th@wnform.
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WIELKO SC PUBLICZNYCH PRZEWOZOW PASA ZERSKICH A LICZBA

SAMOCHODOW OSOBOWYCH W POLSCE | NA SLOWACJI

Wzrost zaménaosci spoteczastwa prowadzi do zwkszania liczby posiadanych dobr.

W obecnych czasach jednym z podstawowych doébr stajevtasny srodek transportu.

Poczwszy od drugiej potowy XX wieku jako wiasréyodek transportu upowszechnig si
Europie samochéd osobowy. Rozwdj motoryzacji jestynoikiem decydujcym

0 zachodzcych zmianach w sposobie zaspokajania potrzebpoatmsvych. Wzrost liczby
samochodéw osobowych w spoteggivie zwykle prowadzi do zmniejszonego popytu na
ustugi transportu zbiorowego.
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W pracy dokonano poréwnania wieliad publicznych przewozow pagarskich oraz
liczby samochodéw osobowych w dwdch granayzh ze solpkrajach, to jest w Polsce i na
Stowacji. W przeprowadzonych analizach wykorzystdonetpne dane zgromadzone przez
urzedy statystyczne obu krajow. Dane te obejmowaly 28a7-11 i dotyczyly wojewddztw
w Polsce i regionéw na Stowacji W celu poréwnareaspla badanych zmiennych dane te
odniesione zostaly do wielka populacji w poszczeg6lnych regionach.

Do badania zwizkéw pomgdzy zmiennymi zastosowano analikorelacji i regres;ji
liniowej. Przeprowadzona analiza wskazujfe wzrost wskanika motoryzacji przyczynit gi
do spadku liczby publicznych przewozéw pasakich w obu krajach. Dla kdego kraju
zwiazek ten opisano liniowym réwnaniem regresji. Pooadyznaczono dla obu krajow
liniowe rownania trendow badanych zmiennych oraz kazgno wysipowanie
analogicznych trendéw w regionach. Pokazano répévne rénice pomédzy regionami
i krajami, ktore wyraaja sie gtdbwnie w wartdciach zmiennych oraz w tempie
zachodzcych zmian.

Stowa kluczowe:publiczne przewozy pasarskie, samochdd osobowy, wojewddztwo,
zmienne, analiza korelacji i regresji liniowej.
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AN EXAMPLE OF OPTIMIZING THE SIZE OF THE
QUEUE IN THE NONDETERMINISTIC LOGISTIC
SYSTEMS

The work presents the example of nondeterminiatidel of the operating system and
optimizing the size of the queue in such a systssrfar as modeling is concerned, Markov
models [3][4][13][16][17] have been used. The walko presents a method of determining
crucial work parameters of the nondeterministidesys

The first and the second chapter contain somergkigormation connected with
modeling, as well as equations from which nondetgstic models of the systems with a
countable number of conditions have been constlud@lieey are also shown the distinctions
of discrete models and the ones continuing in tiMke third chapter provides the
information on geometric distributions. The distiion itself is the model element being
presented in the other part of the work. The fowtfapter presents the definitions of
essential operating parameters and their implerientalt is particularly important to
highlight two major parameters: the average tinreofoerating one notification, as well as
the average time of notification in a system. Theotem of the notification time in a
system has also been proved. The fifth chaptersdeadth the sample model of
nondeterministic operating system. In such a systeemnating is shown in a pipelining way.
Between two operating nodes in a system there igeaey the size of which determines the
efficiency of a system. The sixth chapter presehts optimal size of a queue for a
previously mentioned model. For this purpose thiatimnship based on the cost of
manufacturing system, depending on the size ofjtrmie and the price of a system in its
efficiency was adopted.

Keywords: optimizing, size of the queue, nondeterministicidtig systems, Markov
models.

1. INTRODUCTION

As far as modeling and system optimization in gahdechnical problems are
concerned, three different issues can be distihgdis
1) modeling
2) determining the parameters of the system
3) optimization

The aim of modeling is to provide the actual systermathematical form (systems of
linear equations, differential equations, graphs)e

! Roman Szostek, Ph.D., Eng., The Rzeszéw UniversityTechnology, The Faculty of Management,
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2 Damian Mazur, Ph.D., Eng., The Rzeszéw Universitfechnology, Department of Electrical and Compute
Engineering Fundamentals, The Faculty of Eledtiacal Computer Engineering, ul. Wincentego Pol332,
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Models can be used to simulate the behavior ofsf{fstem in unusual conditions, as
conducting experiments on real systems sometimesots possible or simply too
expensive. In the queuing theory models are gdgepatsented in the form of linear
equations of ordinary differential equations (contius models) or linear difference
equations (discrete models). In the given condstitirese models are simplified to the
linear equations of the systems. For the queuiegrth it is characteristic that in the
systems of modeling probabilities of system’s esqise in provided states are their
variables.

The aim of determining the parameters of the syssaim obtain information about the
system. Sometimes some interesting parameteradrgléed in the model itself. However,
they are often hidden and it is necessary to déterthem.

In the queuing theory such parameters are, for plarthe average time of the node
engaging, the average number of notifications & dqoeues or the average time of the
notification’s staying in a system.

Optimization aims to find the best solution (cohtvothe structure) in the set of many
available solutions.

To talk about the best control or structure it ecessary to define the function of
objective. The objective function is the measurehef quality control or the structure of
the system. Its arguments are the parameters afygtem which were mentioned above.
The objective function is the balance of profit dosls connected with the decision about
a control or a structure of a system. The objechivection very often has an economic
interpretation.

In the queuing theory the control can be understmdperating timetable, priorities
of transitions, probabilities of transitions or tlggieues regulations, etc.). As to the
structure, it consists of the number of operatindes, the number of seats in the queue,
etc.

Such division is not the only one and in speciaksamay be different.

The work presents the examples of processes moaelitiphase systems of logistics
operation. Incoming notifications of these systeare the processed objects. The
operating nodes can be units and the systems dihipapacking, selection, etc.

2. THE EQUATIONS DESCRIBING THE SYSTEM

2.1The discrete case (Markov chain)

Fig. 1. A state in a discreet system
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Let’s analyze the graph shown in figure 1. Probigbjly- is the total probability of output
from the state 0.

For the graph following equations occur.
The probability of state 0 in the next sté&g,=1 (total probability):
n
Po(k+1) = L= p.) Po(K) + >~ Pio; (K) @)
i=1

g
Pa(k+1) = Py (K) = Py P )+ PP ()

The change of probability in one step:
Po(k +1) = po(K) = =Py Py (K) + > Pio Pi (K) @)
i=1
For the state provided the following equations ocau
Pok+D)-po(K) =0,  p(k)=p, i=0L..n 3)

The proposition of a total probability (receivedrh the equation (1) after consulting the
equation (3)):

Po = (L= Po:)Po + D Pio P, 4)
i=1

The probability of output equals the probability ofput (received from (2) after
consulting the equation (3)):

P Po =D Pio P 5)
i=1
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2.2 The continuous case (Markov process)

1-(p+..+ Ar)At

Fig. 2. A state in a continuous system

Let's analyze the graph shown in figure 2. In thetes O the operation takes place in m
nodes which are subjected to exponential distrdmstiwith coefficientsl,,..., Ay
For the graph presented, the following equations @uir.

The probability of state 0 at the next moment (tptabability):

Po(t +At) = (L= > AAL) po(t) + X 4 Atp, (t) (6)
i=1 i=1
g
t+At) - t i 0
e MR W0
t i=1 i=1
0
The derivative of probability/At - 0):
Po(t) = _z/]i Po () + Z/Ji p; (t) (7)
i=1 i=1

For the state provided the following equations ocau

PpM=0  p®=p, i=0L..n ®
The proposition of a total probability (receivedrr the equation (6) after consulting
At =1 and the equation (8)):

po:(l_z/]i)po+2ﬂi Pi 9)
= =

The probability of output equals the probabilityimput (received from the equation (7)
after consulting the equation (8)):

Z/L Po = Z,Ui P (10)
= =
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The equations (1) (6), (2) (7), (4) (9), (5) (183 ¢heir countertypes.
The equations (7) are called Chapman -Kolmogoraatgns.

3. GEOMETRIC DISTRIBUTION

In discrete models the operating time will be meddby discrete distributions.
Let's assume thaF (t) = p(r <t) =1- p(7r >t) =1- B(t)
The discrete distribution has the following form:

1 O<st<t,
i
B(t)=41->p, t;st<t,, j=12..k-1 (11)
i=1
0 t,st
Density function:
Kk
f(t)= Z P, o(ti—t) (12)
i=1

where:t; <t; fori<j, i,j=12,...k.
The probability of the appearance of notificatiartimet; is p;.

k
There is also:z p, =1
i=1
If p1=1 we get determined distribution.
A special case of a discrete distribution is angeinic distribution for which:

f ()= (1—ﬂ)izf‘15(iT —t) (13)
i=1
B, (t) = iT<t<@i+DT, i=04.. (14)

where: T geometric distribution period,

7T geometric distribution parameter.
For the geometric distribution when we consider Hpecific moment in which the
occurrence is to appear (time multiflg it will appear with the probability Izand will
not appear with the probabilitz Such probability does not depend on whether aique
notification had appeared or not.
The mean value and the variance of geometric digidn are:

T
m,=——— (15)

@-m

mT=mr (16)
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If we approximate the distribuer of geometric wdisition B,(t) exponential

distribution (for the exponential distributioB(t) =€ ) we get
_ In7

e kT4 zﬂk = A= _? a7
In borderline case wher- 1 andT - 0 so thatl=const geometric distribution aims at
exponential distribution with parametér
Geometric distribution is a discrete equivalenttld exponential distribution. For the
geometric distribution just like for the exponehtiae, the distribution of the time to the
nearest appearance of occurrence is not dependehieowaiting time (it is without the
memory), because

P(r > (k+1)T/7>KT} = AL >(KEOTET>KT}

P{7 > kT}

_P{r>(k+0)T} _ 7
~ P{r>kT}

=n'=P{r > 1T} (18)

If we have two geometrical streams with two ideaitiperiods and at least one
common notification point, so:
- the probability that in the momekit there will not happen any of them

P(7 >KT) = P(r> KT)P(7 > KT) = (71,77,)" (19)
where:k=0,1,2,...
- the probability that they will happen at the samee is

Fra (KT) £ (KT) = A-11) (L-72) (my77) (20)
where:k=1,2,3,...

what may be different from 0 (for the exponentistidbutions = 0).

4. THE OPERATING PARAMETERS

Before presenting exemplary models of operatindesys, the operating parameters
which the researcher may find interesting will iscdssed.

First of all, these are the parameters which cherae the efficiency of a system.
They include the average time being operated bingles notification systens (which
means the average time interval between the monoérastput from the system of two
other notifications). More information can be foundhe function of distribution of time
intervals between the moments of the output froemdisstem of two other notifications.
However, it is not always possible to determiniyitanalysis. The average length of time
of the presence of notification in a systenisRiso a very important parameter. The time
of notification’s presence in a system is counteinfthe moment of notification’s input
to the system till the moment of finishing opergtof such notification by the last phase.

The length of staying and operating one notifaaiin a system may be identical
only in trivial case when the operation is not heqipg at the same time (when there is no
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more than one notification in a system at any tinSjch an operating variant occurs in
simple device.

The structure of the logistics system with theeatn of flowing goods may
consist of several operating phases. In such amytie next notification does not have to
wait until the whole system will be released and lbe operated as soon as the first phase
of operation was released (so called pipelining).

Let’s analyze the system consistinglobperating phases shown in figure 3.

(D)) D

Fig. 3. The system consistinglofoperating phases

Let's assume that the average operating time isgih@=1,...K) ism.

For such a system with pipeline®)(and non pipelinedN) operating, the
following relationships occur:

k
Sp<Sy=>.m =Ry<Rg; (21)
i=1

where: S- the average operating time of one notification
R — the average time of notification’s presence system

and
S, = maxm, (22)
i=12,...k
Rp =t i tweg =Ry AR (23)

where:AR the total average time of notification spent ireges

The parametes is strictly associated with mar which is the average time of the
slowest operating phase (so called bottleneckegstem).

Both S andRy are dependent on the structure of the system.

In the transition to pipelining operatin§ decreases because the time of unused
appliances decreases as well because the notficéi waiting in queues. These two
operating parameters allow to expose the resefviae ystem'’s efficiency. So:

AS = S—maxm, (24)

shows the possible time of reserve that is losihbppropriate operating rule at the given
stream of notifications.
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The time of notification spent in queues determinereserve by which we can
reduce the time of notification spent in a systé&his reserve is:

S
AR=R-> m (25)
i=1

Another important parameter is the timevhich the nodé does not use in the operating
process. The node cannot use the whole time oratipgifor two reasons. Firstly, it does
not operate the notifications as there are noinatibns on its inputs (the node is free).
Secondly, it does not operate notifications asetlieno place in the queue which accepts
notifications being operated by this node (the neds#ocked).

The components of time lost by the nodes having feximum valuem, are
particularly important as their decrease gives pibssibility of decreasing the average
operating time of one notification. This time cae &lso decreased by decreasing the
maximum valuem. In each particular case determining the best wlagecreasingS
depends on the costs.

Other important parameter of system’s operatinghes probabilityg, that at any
moment of time in a system there ar@otifications. The parametey, characterizes so
called operating depth.

The characteristic of the efficiency of the quen@isystem may be the distribution of
a random variable defining the level of saturattbthe queue at any point in time.

The conditions of stationarity in the system aslwslthe impact of engaged rate on
the characteristic of the processes within a systenalso very important.

Let's discuss the possibilities of determining thperating parameters on the
assumption that it is possible to obtain in any wy probabilityp; that the system in a
stationary state there is at any moment of timthénstate, wherei takes the value of the
numerable set of possible states.

To determine the average operating tifBeof one notification, let's choose an
operating phase through which all the notificatigasonce only. In fact, in the queuing
systems in which pipelining operation takes plateh phases are always present.riet
be the average operating time of notification iis fphase. LeD be the set of states in
which the system performs the operating notificatiothe selected phase. The value

Po= Z Pi (26)
iOD
shows the probability that the operation takeseladhe selected phase.

For sufficiently large range of the timie with the probability close to 1 the
average working time of the selected phase is:

T=p,T 27)
Then the average number of notifications that Heaen handled by the system at this

time is equal to:

N'= Pol (28)

*

and the average operating time of one notificaltipithe system is defined by:
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S= T* = ﬂ (29)
N Po

the distribution of operating depth is:

9,= Z P, v=123.. (30)
i0D,

where:D, set of states which are in the notification system
Similarly, there are the distributions of the sif&ueue’s saturation
The average number of notifications in a system

7=Yvg, (31)
v=l

The average timR of notifications’ presence in a system can bergefiwith the usage of
operating depth.

R=vVS (32)
Now we will conduct the proof of equality (5.12).

THE PROOF:

There will be given an operating system with oruirand one output for which there
is a stationary state. Let's consider sufficieddlgge range of tim@. Let M be the total
average time of all notifications’ presence in ateyn in timeT. This is an analogy of
energy, in our case dedicated to operation by yiséemr.M can be determined in two
ways.

M=vT (33)

M =RT/S (34)

T / Sis the average number of notifications being ojgerdy the system in time

After comparing the last two relationships we ¢t équation (5.12).

It is worth noticing that any additional assumpsi@are not needed (e.g. the rules of the
queues, the distribution of the input stream, th&ributions of operating time, the
priorities of entries inside the system). It is maeceptable that some notifications after
their input into the system would never leave hefe can be finitely many such
notifications due to the assumptions of the existesf a stationary state).

Parameter such as the function of distribution erfigth of time operating one
notification in a system can be found by examirtimgtransitional processes in SK.

5. THE MODEL AND ITS ANALYSIS

Let's consider two-phase operating system. The ficgle generates the notifications.
The generation time is constant and equal 2. Thergenode operates the notifications.
The operating time is random and is subjected tomgéric distribution of the perioti=1
and the parameter After the operation in the second node, the iatifon leaves the
system. Between the phases there is a queue withaxity of n notifications.

A node of the first phase may represent the geingraevice. A node of the second
phase may represent a device selecting generagectsb
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The states of our system will be denoted by thneesgtt,>.

The vector time component of such a system containsparameterst; the time
remaining until the end of operating in the nodehe first phaset, the time remaining
until the possible end in the node of the secorasehThe componetit may have three
values: 0 when the first node is blocked, 1 andh2mit is working. The componert
may have two values: 0 when the second node isdrekl1 when it is working.

Combinational component of the vector's state has componenj which is the
number of notifications in the queugs0,1,...n.

The elements of matrix transitional probabilitiedl we determined by considering the
possible transitions from the stai@l in which the first node is blocked, itg=0. From
this state with the probability irthe system goes to the stal, when the second node
finished natification’s operation and took from theeue the next notification to operate,
and the first blocked node passed the notificatmithe vacant place in the queue and
started generating the next notification. With tm®bability 77 the second node will
continue to operate the naotification and the systéifremain in the same state. From the
staten21 the system may go to two state$11 with the probability I7and tonll with
the probability7z Analogical transitions are possible from stati@d, i=1,2,...n so we
have

pli2l - |—1]1]=1—77} -

plidl - il]=m

where:i=1,2,...n

From the statell the system with the probabilityreturns to the state01 (the
second node did not finish notification’s operatan the first was blocked because there
was no place in the queue), with the probabilityr ke system goes to stat@l (the
nodes finished operating at the same time andestaot operate other notifications, there
was no change in the queue’s).

For the statéll, i=0,1,...n-1 the probability of transitions equals

plill - i2A]=1-7m7
plill - i+12A]=7m
From the state 021 the system with the probabitigpes to the state 011, and
with the probability 17to the state 010 (the second node is free anditing for
notification).

Let’s notice that the state 020 is not achievéitnim any state.
The graph of passes of the analyzed system isrshofigure 4.

(36)
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Fig. 4. The graph of a two-phase system. The flinstse generates the notifications every two units
of time. The second phase is subjected to the geierdéstribution
The layout of equations defining the stationarybatulities of the analyzed system is:

Po10= @ 77) Py
Po21=Pozot (L= 77) Py,
Pios=7TP, 1t A-M) Py, 1=12,...,n-1

Pn1= ﬂpn—lll+(1_ 77) pn11+(1_ ”) Pnoa (37)
Pi1= (1_ ﬂ) Pii1o1H 7T Piors i = 01...n-1
pnll= ﬂpn21

pn01: ”pn01+ﬂpnll

Assuming thatr#1 we may predict:

P =Poio: a)=7T/(1—lT) (38)
The solution of the layout is as following:
2i
1= i=01...,n
P =P
C()Zl+l )

gn:l_ p i=0L..n-1 (39)
Py =" p Pro=w”* p

After taking into account the condition of normalion?. py =1 from (6.26) we get

2n
p = [1+ l_ln_zaj +a)2n+1+a)2n+2]—l (40)
i=0
which results in
1-2m
= w#l
1

= w=1
P 4n+5
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The probability that the system is working igp.1Becausen,=T/(1-77)= 1/(1-77) the
average time spent by the system to operate oifecaton is:

_m, _ 2(0-m) -

= = " wzl
1-p (@-m@-w™?) (42)
S:4n+5 w=1
2n+2

6. THE SYSTEM’'S OPTIMIZATION

The example of the system’s optimization discudsechapter 5 has been presented
below. We consider the special case whetil (77=1/2).

Let’'s assume that the producer of the system wanisake a decision on how many
seats should the queue between the operating pbas&sn. For this purpose, we assume
that we have the following knowledge:

- the dependence indicating the manufacturing afstse system in the function of
the number of seats in the queue

K(n) =~ n+2 43)
30C 3
- the dependence indicating the property of thekatavhich is the price of the
system in the function of system’s efficiency andtie function of number of seats in a

queue

1 2n+2
Cin=== 44
(v S 4n+5 (4
As the function of aim we will assume the valudhaf profit which is
Z(n) =C(n) - K(n) (45)
So we have
+
zmy=21*2_1 .1 (46)

4n+5 30C 3

We will treatn as a continuous variablex0). The functiorZ(n) is of class &

zZ(my=—=>2 L _
(4n+ 5)2 300
The solution of the above equation shows thattihetfonZ(n) has a positive maximum
for n=4,87. Since we are only interested in the totsbn=4 orn=>5.

Z(4)=0,1295

Z(5)=0,1300
which means that optimakb5.

(47)

7. CONCLUSION

The theory of queues can be successfully appligdeanodeling of logistics systems
with pipelining. The tools used in the theory allowe to model and optimize complex
systems in an effective way. The work presenteit@mnples of such an analysis.
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PRZYKLAD OPTYMALIZACJI WIELKO  SCI KOLEJKI
W NIEDETERMINISTYCZNYM SYSTEMACH LOGISTYCZNYCH

W pracy zostat przedstawiony przyktad niedeternyeznego modelu systemu obstugi

oraz optymalizacji wielkéci kolejki w takim systemie. Do modelowania wykoszgno
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modele Markowa [3][4][13][16][17]. W pracy przedsfmny zostat take sposob
wyznaczania istotnych parametréw pracy systemuetéechinistycznego.

W pierwszym oraz drugim rozdziale pracy przedstawiaostaty ogélne informacje na
temat modelowania oraz przedstawione zostaly réisnan ktérych skonstruowaney s
niedeterministyczne modele systemow z przelicgditeba standéw. Rozréni¢ tu naley
modele dyskretne oraz agte w czasie. W rozdziale trzecim przedstawionetatps
informacje na temat rozktady geometrycznego. Rozkiaw jest elementem modelu
przedstawionego w dalszejeszi pracy. W rozdziale czwartym przedstawione zgstat
definicje istotnych parametrow obslugi oraz wyprde@ne zostaly te parametry.
Szczegolnie istotneasdwa parametry$redni czas obstugi jednego zgtoszenia crazini
czas przebywania zgtoszenia w systemie. Udowodrdostato take twierdzenie, na temat
czasu przebywania zgtoszev systemie. W rozdziale giym przedstawiony zostat model
przyktadowego niedeterministycznego systemu obsMgisystemie tym obstuga odbywa
sie w sposéb potokowy. W systemie pedzy dwoma wzltami obstugi znajduje si
kolejka, od ktérej rozmiaru zalg jego sprawn&. W rozdziale szostym dla
przedstawionego wcgeiej modelu wyznaczony zostat optymalny rozmiarejlal W tym
celu przyjte zostaty zatnosci okreslajace koszty wytworzenia systemu w zaiesci od
wielkosci kolejki oraz zalenos¢ okreslajaca cer systemu w funkcji sprawsoi.

Stowa kluczowe: optymalizacja, wielké Kkolejki, niedeterministyczne systemy
logistyczne, modele Markowa
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Natalia TSYMBAL *!

YIIPABJIEHUE KAYECTBOM B ITPOEKTAX
INEPEBO30OK ITACCA’)KUPOB
ABTOMOBWJIBHBIM TPAHCITIOPTOM

B crartee mpemnokeHBl METOIMYECKHE IOAXOABI K pa3paboTke Monenel cucreM
KauecTBa YCIyr MO TIEPEBO3KE IMACCA)KUPOB  aBTOMOOMIBHBIM  TPAHCIOPTOM  C
HCIIOb30BaHUEM MOAYIBHOTO MOAX0A.

OmnpefeneHo, 4YTo aKTyaJbHOCTh CO3J]aHHs CHCTEMBI KadecTBa B chepe npeaocTaBIeH s
TPAaHCHOPTHBIX  YCIYr 3aKJIIOUaeTcs B  HEBO3MOXHOCTH  pasJelieHHs Ipolecca
MIPEJOCTABICHUS YCIYIH U €€ pe3ylbTara.

Ipemnoxkeno, 9To 0OBEKTHBHAsI OIEHKA KadyecTBA YCIYTHM BO3MOXKHA IIPH YCIOBHH
OLICHKH TEXHOJOIMYECKOro Ipolecca HPEAOCTaBICHHUs YCIYT'M 4epe3 Ipoueaypy
cepTudukanyuy. OTO IO3BOIAET IPOBOAUTH TOCYAAPCTBEHHYIO IIOJMHUTHKY HOAIEPKKH
TPaHCHOPTHBIX MPEINPUATHI depe3 OLIEHKY TPAHCIIOPTHBIX YCIYT M MPEeAyCMaTpUBAET JBa
OCHOBHBIX IIO/IXOJa: OLEHKY KauecTBa TOTOBOW MPOAYKIMH U OLEHKYy KauecTBa
TPaHCHOPTHOTO 0OCITy)KUBaHUSI HaCeJICHNSI.

B crarbe mpoBeneHO aHAIN3 MOIYIbHOH OIEHKH COOTBETCTBHS TPAHCHOPTHBIX YCIYT
Ha YPOBHE, KOTOPBII COOTBETCTBOBAJ OBI YCIOBHSAM 0€30MaCHOCTH JUIS JKH3HH, 30POBbS U
HMMYIIECTBA TPaXK/JaH, a Takke BHEITHEH Cpebl.

OnpezeneHo, 4YTO OLEHKY COOTBETCTBUS pasfeisdloT Ha MOAYIU OTHOCUTEIBHO
MOJArOTOBKU IIpolLecca IPEJOCTABICHUS TPAHCHOPTHOW YCIYrd M HEINOCPEICTBEHHO
mponecca MX HpenocTaBieHus. Ha maccaXmpckoM TpaHCIIOPTE MMEIOT MecTo oba 3TH
3Tamna, Mo3TOMY HPEJOCTABIECHNUE YCIIyT BO3MOXKHO MPH YCIOBUH, UYTO PE3YIbTAThl OLEHKU
COOTBETCTBUSI HA 00OUX 3TaNax MO3UTUBHEI.

Pe3ynbTathl cTaThy MOKa3aaH, YTO BHEAPEHUE OLIEHKH COOTBETCTBHS MPEJOCTaBIISIEMBIX
TPAaHCHOPTHBIX YCIYyT HAa OCHOBE MOIYJIBHOTO MOAXOJA COOTBETCTBYET AEHCTBYIOIIEMY
3aKOHOJATENBCTBY, HHTEpEcaM roCyapcTBa M o0mecTBa AI1 YKpauHbl. JTOT MOAXOM, HA
ceromHsi, sBIsieTcss Hambosee SPQEKTHBHBIM HAINPaBICHUEM peaM3aliid MeXaHH3Ma
TOCYIapCTBEHHOTO PETyJINPOBaHMs OE30IIaCHOCTH IEPEBO30K MACCAXXUPOB M CIOCOOOM
CO3JIaHUS CIIPABEUTMBBIX U PABHBIX YCIOBUH KOHKYPEHIIUH.

KnroueBbie c10Ba: aBTOMOOMIBHBIN MacCaKMPCKUH TPAHCIOPT, MOJAEIMPOBAHH,
CHCTEMBI Ka4eCTBa, CEpTUPUKALINS

1.BBEJIEHUE
OO0ecrieueHne HaAJIEKAIETO YPOBHS O€30MAaCHOCTH W KadecTBa TPaHCIOPTHOTO
oOcnykMBaHHsl IACCAXUPOB — IepBOOuYepeAHas 3amada. Bwmecte ¢ TeM, O

HEYIOBICTBOPUTEIEHOM HX COCTOSHHHM CBHUJICTENBCTBYET CYHIECTBEHHOE KOJIHYIECTBO
JIOPOXKHO-TPAHCHIOPTHBIX MPOMUCHIECTBUI U HAPYLUIEHUN B TEXHOJIOTUH IMPEJOCTaBICHUS
TPaHCIIOPTHBIX YCIIYT.

!Natalia TSYMBAL, MSc, Department of Transport Lawda Logistics, National Transport University,
Suvorova str. 1, 01010 Kyiv, tel. +380 (44) 28048, e-mail: ntu.dnn@ntu.edu.ua
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B cdepe moBbmmeHuss ypoBHS 0€30mMaCHOCTH HW  KayecTBa TPAHCIIOPTHOTO
0oOCIy’)XMBaHUSI TAcCa)XHPOB HEOOXOAMMO TPEAYCMAaTPHBATH PSI  MEPONPUSTHA
TOCYTapCTBEHHOTO  PETyIHPOBAaHMS, KOTOpBIC HAMpaBlICHHl Ha CTUMYJIHPOBaHUE
COOTBETCTBYIONIEH pabOTHI MIEPEBO3UNKOB, CO3/IaHHE IIEJICBBIX HAIIPABICHUH, pa3paboTKy
MEXaHU3MOB YIIPABJICHUS KAaueCTBOM, a Takke (pOpMUpOBaHHE aJACKBATHOW CTPYKTYPHO-
(hYHKIIMOHATILHON OpraHU3allMi CHUCTEMBI YIPABICHHS MMACCAXKUPCKUMU MEPEBO3KAMH,
YTO MO3BOJIHUT MPEAYIPESAUTH BBIXOJ] HA PHIHOK TPAHCIIOPTHBIX YCIYT HEIOOPOCOBECTHBIX
MEPEBO3UYMUKOB U OTPAHUYUTH NPUPOTHBIE MOHOIOJIUH.

2.OCHOBHAS YACTb

ITaccaxxupckrie TEPEBO3KM BIMAIOT HAa COIHUAIBHYIO, TIPOW3BOJCTBCHHYIO |
9KOJIOTUYCCKYIO C(ephbl, a TAKKE HAa CO3JAHHE YCJIOBHI CIPABEAIMBONH KOHKYPCHIIWH.
OO0ocTpeHre KOHKYPCHIIMM Ha PBHIHKE TPAHCIOPTHBIX YCIYT B cdepe MaCCAKUPCKUX
MEPEBO30K CO3MAET MPEINOCHUTKA K TIOBBINICHHUIO KAdyecTBa OOCIY)KUBAaHHS, YPOBCHB
KOTOPOTO CETOJHS OCTaeTCs JOCTATOYHO HEBBICOKMM. OJHA W3 NPUYHH — OTCYTCTBHE
3¢ (hHeKTUBHOrO MeXaHU3Ma JJIsl OLCHKH KAauyecTBa YCIYT MACCaAXKHUPCKOTO TPAHCIIOPTA IO
OTIpEJICIICHHBIM TIOKa3aTesiM. JIJIsl TIOBBIIIEHUST Ka4ecTBa TPAHCIIOPTHOTO OOCTYKUBaHUS
MAacCaXMPOB TMpeljiaraeTcs pa3paboTka Mep, HampaBlIeHHBIX Ha CTUMYJIHPOBAHUE
BBICOKOKQUECTBEHHOW W  0Oe30macHOil  paboOThl  TMEpPeBO3YMKOB. JlaHHBIE  MeEpHI
pa3pabaThIBAIOTCS MO CIIEIYIOIIMM HAITPABICHUSIM

1) cosmanue 1€IEBBIX HANPABIEHUH BIMSIHHUS Ha KauecTBO yepe3 1SO,TOCTr 1 T. 1.,
KOTOpBIE OTPEICIAIOT OCHOBHBIE TpeOOBAHMS IO CTAaHAAPTU3ALNH, CEPTUPHUKAIUN H
JUIIEH3UPOBAHUIO HA TPAHCIIOPTE;

2) co3maHue  MEXaHM3MOB  YIpPABJICHHWS  KAyeCTBOM  4epe3  CepTUHKAIUIO
TPAHCHOPTHBIX CPENCTB, CHCTEM KayeCcTBa, TEXHUYECKOTO OOCITYKMBAHHUS U TEKYIIETO
PEMOHTA U YCIYT MACCAXKUPCKOTO TPAHCIIOPTA,

3) co3maHue aJeKBATHON CTPYKTYpbl (YHKIMOHAILHONW OPraHU3allid CUCTEMBI
yIpaBJICHUS HA TPAHCIIOPTE;

4) mpenynpekaeHre BBIX0/a HAa PHIHOK MIEPEBO30K HEAOOPOCOBECTHBIX IIEPEBO3UNKOB
yepe3 HCIOJb30BaHUE MPOIEAYphl JIMIICH3UPOBAHKMS W CEPTUPHUKAIUN TPAHCIIOPTHBIX
YCIIyT;

5) cosmaHue  JEHCTBYIONIEr0 MEXaHHM3Ma TOCYJAPCTBEHHOTO  PETYIMPOBAHHS
MIPUPOTHBIX MOHOIIONWH Ha PHIHKE TPAHCTIOPTHBIX YCIIYT.

IIpoBeneHHOE UCCIETOBAaHKUE TIO3BOJISET ONPEACIUTHCS B JAIBHEHIIIEM C OCHOBHBIMHU
MOKAa3aTeIIsIMA UHTETPATBHOM OIICHKH MEPEBO3YMKA JJIsi 00CCIIEYCHUsI COOTBETCTBYIOIIECTO
YPOBHSI KadecTBa U OE30MaCHOCTH TPAHCIOPTHBIX YCIYT, YTO B MEPCHCKTHBE IOJHKHO
ObITh  (hOpMANTU30BAHO JJIsi  CO3MAaHUS PABHBIX YCIOBHHA JUISI  XO3AHCTBCHHOM
JCSTEIbHOCTH, OIPAaHMYCHHUS MOHOIOJM3MAa W PAa3BUTHUS KOHKYPCHIMM Ha PBIHKE
TPAHCHOPTHBIX YCIIYT.

TpeOoBaHUSAMH  MEKIYHAPOTHBIX M TOCYAAPCTBEHHBIX HOPMATHBHBIX  aKTOB
OTIpEJICNICHO, YTO TPaBO Ha OE30TMACHOCTH OINpEAeIAeT MPaBO Ha 3aIIUTy OT MPOIYKTOB,
MIPOU3BOJICTBEHHBIX MPOIIECCOB U YCIYT, BPSIHBIX JIJIS 3J0POBBS M KU3HH TPaXkIaH.

AKTyaabHOCTh CO3JIaHHS CUCTEMBI KauecTBa B chepe MperoCTaBICHUsT TPAaHCTIOPTHBIX
YCIIYT 3aKJTF0YAeTCs B HEBO3MOXKHOCTH pa3JeNIeHUs Tpollecca MPeJ0CTaBICHHS YCIYTH U
e€ pesynpTara. OOBEKTHBHO OIICHUTh KaYECTBO YCIYTH BO3MOXHO TPU YCIOBUHU OLEHKH
TEXHOJIOTHYECKOTO MpOIlecca MPEIOCTABICHUS YCIYTH 4epe3 MpOoIeaypy cepTH()HUKALUY,
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YTO MO3BOJSIET IMPOBOAWUTH TOCYIAPCTBEHHYIO TONHTHKY MOMIEPKKH TPAaHCIOPTHBIX
NPENPUATHN Yepe3 OIEHKY TPAHCIOPTHBIX YCIYT M IPEeIyCMaTPHUBAeT 1Ba OCHOBHBIX
MOX0/a!

—  OIIGHKa KadecTBa TOTOBOW MPOAYKUIWH, HCHOJB30BAaHME JAaHHOTO TOAXOnIa HE
MO3BOJISIET NPEAYCMOTPETh OTKIOHCHHUS B IeUIIHUTE;

—  OIICHKAa KauyeCTBa TPAHCIOPTHOTO OOCITY)XKHBAaHUS HACEJCHUS, HCIOJIb30BAHHE
JAHHOTO IOJAXOJa IMO3BOJSCT CO3/aTh TrapaHTHH CTa0MIIBHOCTH  KadecTBa
MPEJOCTABICHHUS TPAHCIOPTHBIX YCIIVT.

OTcyTCTBHE TrapaHTHi CTa0OMJIBHOCTH TEXHOJOTHYECKOro MpoIiecca MPEeIOoCTaBICHUS
YCIyTH HapylIaeT IpaBa Maccakupa. Takwe HapyIIeHHsS TPYIHO 3adUKCHPOBaTh, a
MOTOMY  HEKa4eCTBEHHBIE YCIyTH mOTpeOUTENHh MOJTy4aeT MPaKTHIECKN
«OECTIPETSITCTBEHHO», B OTJIIMYAHM OT TOBapOB, KOHTPOIb KOTOPBIX IIPEAINOJIaracTcs
CITy)00H TEXHUYECKOrOo KOHTpois mnpeanpustuii. [Ipemnmaraemas cuctema KadecTBa
MO3BOJSIET MHHHMHU3UPOBATh Opak B TEXHWYECKOM TIPOIecce IMPEIOCTABICHHUS
TPAaHCHOPTHBIX  ycIyr. MOXHO OTMETHTh, dYTO [OCCTaHmapT, COBMECTHO C
MunucrepcTBOM HHOPACTPYKTYPHI, YKPaWHBI MIPOBOIUT KOMILIEKC pabOT IO CO3JaHUIO
HOPMATHUBHO-TCXHOJOTHYCCKOW  0a3bl  (OpPMHUpPOBaHMS CHUCTEMBI  KAauecTBa  IPH
NPEJOCTABICHHH YCAYr IO IEPEBO3KEe MACCaXKHMPOB aBTOMOOWIBHBIM TPAHCIOPTOM,
KOTOPBIl pa3pabaThiBacTCs IyTEM pACCMOTPEHHS BCEX BO3MOXKHBIX BapUAHTOB,
OPEIYCMOTPEHHBIX MEXAYHApOIHBIME cTaHaapTamu |SO Ha OCHOBE CHCTEMHOTO aHAIH3a
cilelyonux (hakTopoB:

—  CJOXHOCTB IpOIlecca MPOSKTUPOBAHHS TPAHCTIOPTHOH yCIIYTH;

—  000CHOBaHHE MPOEKTA C TIOMOIIBIO IIPOBECHNS UCTIBITAHNH €r0 SKCIUTYaTaI[HOHHBIX
XapaKTepUCTHK WM HA OCHOBE HAKOIUIEHHOTO MPaKTHYECKOTO OIIBITA

—  CJOXHOCTb TEXHOJIOTHYECKOTO IPOIIECcCa, C YIETOM BIHMSHHUS Ha SKCILIyaTallHOHHEIC
XapaKTePUCTHKH YCIYTH;

—  0e30MacHOCTh MMPEIOCTABICHUS TPAHCIIOPTHOM YCIIyTH;

—  3arpaThl Ha MPEIyNPESKICHUE <«HEIPEIOCTABICHUSI» COOTBETCTBYIOLICTO YPOBHS
Ka4yeCcTBA TPAHCIIOPTHOTO OOCITYKHBAHHUS.

I[lpyHuMas BO BHUMAaHHWE WMHTCTPALMOHHBIC IPOLECCHl HA TPAHCHOPTE W
BBIIIICYKa3aHHBIC (DAKTOpPHI, HaWOOJIee MPUEMJIEMBIM MJS CO3JaHUs MOJCIU CHUCTEMBI
KayecTBa YCJIyr IO TMEPEeBO3KM  IaCCAXHUPOB  aBTOMOOWIBHBIM — TPAHCIIOPTOM
NPEJCTABISETCS MOAYIBHBIM 1moaxox mnpu orenke coorBerctBus (MIIOC). OcHoBHbIE
tpedoBanuss MITIOC MOXXHO ONIPEeNeIUTh CIASTYIONTIM 00pa3oM:

—  BHeapenue MIIOC c¢ ydyetom mupekTuB EC maer BO3MOXHOCTh OOECIeUHMBAThH
Ka4ecTBO IPEJOCTABICHUS YCIYT II0 TEPEBO3KE MACCaXHPOB aBTOMOOWMIBHBIM
TPAHCHIOPTOM COOTBETCTBEHHO TPEOOBAaHMAM JEHCTBYIOIIETO 3aKOHONATEIHCTBA H
HOPMATHUBHBIM JOKYMEHTaM, TpeOOBaHUSIM OC30MACHOCTH IKH3HH, 3J0POBbS
rpaxKIaH U BHEIHEH CpeIbl;

—  OIICHKa COOTBETCTBUS COCTOMT W3 MOAYyJCH pa3pabOTKM YyCIyrm U ee
NPEJOCTABIICHHS;

—  paloOThl 1O OILEHKE COOTBETCTBHUS OCYIICCTBISIOTCS OpraHaMu J0OpPOBOJIBHOM
CepTU(PUKAIIMA  WIM  OpraHaMH  CepTH(HKANWK, AKKPCAUTOBAHHBIMH B
TOCyapCTBEHHOH cUCTeMe cepTH(hHUKanny;

—  TepedyeHb OpPraHOB CepTHPUKAIMU €XKETOAHO NyOnmKyercs B odHIHaIbHOM
OroyeTeHe.
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Crnemyst BBIIEU3JIOKEHHOMY, OIICHKY COOTBETCTBHSI TIPEIIaraeTcsi IPOBOIWUTH C
MOMOIIIBI0 MOJYJIEH, IPHBEICHHBIX Jajiee.

Mopaynb A — BHYTpEHHUH KOHTPOJIb MPEIOCTABICHHUS YCIIYT, KOTOPBIM OIpenesseT
MPOIIETYPY, MO0 KOTOPOH MPEeNNpHUSATHs, KOTOPBIE MPEIOCTABISIOT YCIYTH MO MEePEBO3KH
MAcCaXMPOB aBTOMOOMIBHBIM TPaHCIIOPTOM, ICKJIAPHPYIOT, YTO MPEAOCTABISCMBIC UMH
YCIYTH COOTBETCTBYIOT TPCOOBAHMSM HOPMATUBHBIX JOKYMCHTOB, ICHCTBHUE KOTOPBIX
pacmpoctpansiercsi Ha Hux (KOHKYPEHTHBIE TPeOOBAHHS K MPETCHICHTAM U T.[I.).

Monyns B — ompenmenser, YTo TEXHHYECKas [OKYMCHTALUS MPCANPHUITHS
COOTBETCTBYET TpPEOOBaHHMSAM HOPMATHBHBIX JIOKYMCHTOB, JICUCTBHE  KOTOPBIX
pacmpocTpaHsieTcss Ha HUX (TEXHOJIOTHYECKHME KapThl IPOBEICHUS TEXHHYECKOTO
00CITy’)KMBaHMS W TEKYIETO PEMOHTA H T.1I.).

Moayne C — oOecredeHue KadecTBa MPENOCTABICHUS YCIYr OTHOCHUTEIBHO
COOTBETCTBHS HMH(POpPMAWK O JaHHOW yciayrk (MHpOpMAIMs Ha OCTAHOBKax,
ABTOCTAHIIMSX, ABTOBOK3aJIaX, B TPAHCIIOPTHBIX CPEACTBAX H T.I.).

Ceptr¢ukaT COOTBETCTBHS INPENOCTABISIETCS TNPH YCIOBHM, YTO THIOBas YCIIyTa
COOTBETCTBYET JCHCTBYIOIIMM TpeOOBaHUsM. B 3TOM ciydae mpouenypa cepTuhUKAIIH
CHUCTEM KaveCTBa MPEIOCTABJICHUS YCIYT OCYIICCTBIISCTCS COOTBETCTBEHHO CIICTYHOLIHM
JTanam:

a) TpeaBapUTENbHAs OLEHKA, aHAM3 aHKET ONpoca M HCXOAHBIX MaTepUalioB,
MPEJICTABJICHHBIX MIEPCBO3YMKOM;

0) OKOHYATENIbHASI TIPOBEPKA U OLIEHKA PE3YJIbTATOB,;

B) o(hopMIICHHE PE3YIBTATOB TIPOBEPKH;

I) TEXHHYECKOE CONPOBOXKAcHHE (HaOIOIeHNE) CEPTUPHUKOBAHOM CHCTEMBI KAU€eCTBA.

Moaynme D — obecnedenne kadectBa ycuayr. Jlimst Toro, 4roObl yOeawtcs B
COOTBETCTBYIONIEM HCIIOJIHEHUHM TIPEANPHATHEM CBOWX OO0S3aTENBECTB, KOTOPHIC
perIaMeHTHPOBAHBI CHCTEMOW KadeCTBa, IPOBOISATCS MEPHOANIECKHIE TIPOBEPKU.

Hawnbonee BakHOW 3amadeid sBIsETCS pa3pabOTKa alroOpUTMa MPaKTHIECKOTO
BHEJIPCHHS CUCTEM KayeCcTBa HA TPAHCIIOPTHOM NpeAnpustuu. [Ipeanaraetcs mocraHOBKa
3a/a4d, MO KOTOPOW NPEANPHUATUSA-TICPCBO3YUKU CO3MAIOT Y ceOs CHUCTEMBI KadecTBa
YCIyr MO TEPEBO3KH TAacCaXUpoB. Pa3paboTka TakoH CHCTEMBI 3aKJIIOYAcTCsS B
¢dopmupoBanun  crangaproB npeanpusitus (CTIT). Pa3paborka Ha KOHKPETHBIX
npeanpustusax CTII mpoBomutcs ¢ ucnoib3oBanueM Tpeboanuii TunoBbix CTII. Tlpu
HEOOXOIMMOCTH TIPEANIPHUATHS BKIIOYAIOT B KOMIUIEKT CBOMX CTaHAAPTOB TOKYMEHTHI,
KOTOpble HE WMEIOT aHajoroB. Takum oOpa3oM, CepTHPHKAT COOTBETCTBHSA
MPEIOCTABIICHHS TPAHCIIOPTHBIX YCIYT MPEIOCTaBIACTCS MIEPEBO3UHKY IIPH BEIIOJTHECHIH
TpeOOBaHMIT HOPMATHBHBIX TOKYMEHTOB, KOTOPBIE YIOCTOBEPSIOT:

—  YpOBEHb KBANM(HKAIWU ¥ 3HAHWH TEPEBO3YMKA, BOAWTENEH, 0CO0, NEATEIHHOCTD
KOTOPBIX CBSI3aHA C IPEIOCTABICHUEM TPAHCIIOPTHBIX YCIYT;

—  HaJIWYHE KOHTPOJS COCTOSIHHS 3JOPOBbSI BOJHUTEICH W  CJICJOBAHUC HMH
TpeOOBaHUSIM, YCTAHOBJICHHBIM PEKUMAMHU TPYJIAa M OTBIXA;

—  0e30MacHOCTh TEXHUYECKOTO COCTOSHUS TPAHCIIOPTHBIX CPECTB.

B mepcrekTiBe MOKHO OXKHIATh, YTO PEali3alys MOIYJIBHOTO MOJIXO0/a TPU OICHKE
COOTBETCTBHUS TPEAOCTABICHHUSA YCIYr IO MEPEBO3KU TMACCAKHUPOB ABTOMOOMIBHBIM
TPAHCIOPTOM IO3BOJIUT:

—  TIOBBICUTH KBaJIH(PUKAIMOHHBIH YPOBEHb pAaOOTHHKOB MPEIIPUATHI TPAHCIIOPTA;
—  TIOBBICHTH YPOBEHb obecriedeHus 6€30MacHOCTH NEPEeBO30K;
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—  TIOBBICHTH YpPOBEHb KauyecTBa TPAHCIOPTHOIO OOCIy)XHWBaHUS, obecrednBas
CBOEBPEMEHHOCTE, KOM(OPTHOCTH MPEAOCTABIIIEMON YCIIYTH,
—  yIyYIIATh SKOHOMHYECKHE TIOKA3aTeNN IeATSIFHOCTH MEPEBO3UNKOB.

3. BbIBO/IbI

IIpoBeneHo aHanmM3 MOIYIBHOW OIICHKH COOTBETCTBHSI TPAHCIIOPTHBIX YCIyT Ha
YpOBHE, KOTOPBIH COOTBETCTBOBAJ OBl YCIOBHSAM O€30MACHOCTH IS )KU3HU, 3TOPOBBS U
UMyIIecTBAa TpakgaH, a Takke BHEMHEH cpensl. [loaTBepXIeHHE COOTBETCTBHS
MPEIOCTaBICHUST YCIyr OCyIIecTBIseTcs Ha 0Oa3e TpeOoBaHWMN IEHCTBYIOIIETO
3aKOHOJATENHCTBA YKPAaWHBl W HOPMATHUBHBIX JOKYMEHTOB, JEHCTBHE KOTOPBIX
PACTIPOCTPAHSACTCS HA BBINICYTIOMSHYTHIC YCIYTH.

Takum 00pa3oM, OIIEHKY COOTBETCTBHS pAa3JENIAIOT HAa MOIYJIH OTHOCUTEIBHO
MOJATOTOBKM IMpoLecca MNPEJOCTaBICHUS TPAHCHIOPTHOW YCIAYyrd M HENOCPEICTBEHHO
mpoliecca UX IMpeaocTaBieHus. Ha maccakupckoM TpaHCIOPTE MMEKHOT MECTo o0a 3TH
JTana, No3TOMY NPeAOCTaBICHHUE YCIYT BO3MOXHO MPH YCIOBUHU, UTO PE3YJIbTATH OLIEHKH
COOTBETCTBUS HAa 00OMX ITANaX MO3UTUBHBI.

Brenpenne OLEHKHM COOTBETCTBHS IPEIOCTABISIEMBIX  TPAHCIOPTHBIX YCIYyT Ha
OCHOBE MOIYJIBHOTO TIOAXOJa COOTBETCTBYET JACHCTBYIOUNIEMY 3aKOHOIATEIBCTBY,
MHTEpecaM TOoCyJapcTBa, oOmecTBa W Uil YKpawWHBI, HA CETOMAHS, SBIAETCS Hamboiee
3¢ HeKTUBHBIM HaTpaBICHUEM peam3arm MeXaHu3Ma rOCyIapCTBEHHOTO
perynupoBaHus 0€30MAaCHOCTH TEPEBO30K MACCAXHPOB M CHOCOOOM  CO3TaHUS
CHpaBEINBBIX U PaBHBIX YCIIOBHH KOHKYPEHIINH.
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QUALITY MANAGEMENT IN THE PROJECT ON PASSENGERS ROA D
TRANSPORT

In the article methodical approaches to the modedinsystems of quality services for the
transportation of passengers by road using a modpfaroach is proposed.
It has been determined the importance of estahlisaiquality system for the provision of

transport services is the impossibility of sepaigtihe process of providing services and its
result. The objective assessment of the qualitseofice possible while process evaluation of
the service through the certification procedureplisposed. This allows for public policy
support of transport enterprises through the assast of transport services and provides two
basic approaches: assessing the quality of thehfai product and assessment of the quality
of transport service.

In the article the analysis of modular conformigs@ssment of transport services at a
level that would be consistent with the conditidos safety of life, health and property of
citizens, as well as the environment is carried out
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The conformity assessment modules are dividedtiregreparation process of providing
transport services and their delivery processfitsadetermined. In passenger transport, both
of these stages, so the provision of servicesssipke provided that the results of conformity
assessment in both stages positive.

The result of the article showed that the impleagon of conformity assessment of
transport services based on a modular approaclespmnds to the current legislation, the
interests of the state and society in Ukraine. Tapproach today is the most effective
direction for the implementation of the mechanisimstate regulation of safety of the
transport of passengers and way to create a fdieqoal condition of competition.

Keywords: passenger road transport, modeling, quality systertification.

ZARZ ADZANIE JAKO SCIA W PROJEKCIE DOTYCZ ACYM
PASAZERKIEGO TRANSPORTU DROGOWEGO

W artykule oméwiono metodyczne poésg do modelowania systeméw jako ustug
w zakresie pagarskiego transportu drogowego przy wykorzystanidegoia modutowego.

Stwierdzono potrzeb wprowadzenia systemu jad@ w zakresieswiadczenia ustug
transportowych oraz niemnos¢ oddzielenia proceséwiadczenia ustugi od jej wyniku.
Zaproponowano obiektywinocere jakosci ustug maliwa podczas oceny procesu ustugi
wramach procedury certyfikacji. Pozwala to na wsiga polityki publicznej
przedstbiorstw transportowych poprzez oegenustug transportu i zapewnia dwa
podstawowe podgjia: ocer jakosci produktu kacowego i oce@ jakosci ustug
transportowych.

W artykule przeprowadzono analimodutowej oceny zgodi§oi ustug transportowych
na poziomie, ktéry bytby zgodny z warunkami bezpéstwa zycia, zdrowia i mienia
obywateli, a take srodowiska.

Moduly oceny zgodnii zostaly podzielone na proces przygotowaniagwiadczenia
ustug transportowych, jak réwriezostat okrélony sam proces dostawy. W transporcie
pasaerskim swiadczenie takich ustug jest mliwe pod warunkiem,ze wyniki oceny
zgodndci w obu etapach pozytywne.

W rezultatach wykazanoze wdrazenie oceny zgodroi ustug transportowych
w oparciu o podéfgie modutowe odpowiada obecnym prawodawstwu, isterepastwa
i spoteczéstwa na Ukrainie. To podgje jest obecnie najskuteczniejszym kierunek dla
realizacji mechanizmu regulacji stanu bezpiéshga przewozu pagerow i jest to sposob
na tworzenie sprawiedliwych i rownych warunkéw kargncji.

Stowa kluczowe: pasaerski transport drogowy, modelowanie, systemy §ako
certyfikacja.
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SOCIAL MEDIA AND ITS IMPLICATIONS FOR
BUILDING BRAND RELATIONSHIP

Innovation in social networking media has revoloiied the world in 21st Century.
Social networking media presents potential oppdtiesifor new forms of communication
and commerce between marketers and consumers bjéwice of the study in this paper is
to analyze the effective communication strategpulh social networking media. Survey
was conducted, by sending questionnaire by e-roagiotlect the individual opinion from
the respondents. The total population is sociavagting user community, but to collect
the effective data the sampling is constrainedht target population like young adults,
between the ages of 18 years to 45 years. The easig# is seven hundred. The paper
presents research results including internet mimdkedctivities that have contributed to
building a relationship with the brand. It is nesay to study the effectiveness of brand
communication strategy carried out/conducted inaaetworking media which are mainly
accessed by users. In recent trend of marketirgpaial networking sites, various brand
communications are widely used to attract targééedls. So, this study would help to
assess the effectiveness of communication andegyradone through social networking
media which encourages the target audience tacsate in this kind of advertising.

Keywords: Internet, Social networking media, Fast Moving Gonsr Goods, Brand,
European Union

1. INTRODUCTION

The Internet is transforming the business envirartmereating new challenges and
opportunities. This chapter provides an overview tbé Internet and its defining
characteristics, highlighting the key developmehest have contributed to its explosive
growth and its impact on the business environmémtits current form, internet is
primarily a source of communication, informatiordagntertainment, but increasingly, it
also acts as a vehicle for commercial transactiSisce the explosion of the web as a
business medium, one of its primary uses has beemérketing. Soon, the web could
become a critical distribution channel for the migyoof successful enterprises. One
among them is marketing and spreading brand conwation through Social networking
sites (Thompson, 2002). Among other methods, usitige brand communities is a good
way to listen to customers and engage them in praduction process while employing
the Internet (Brandt et al., 2010).

The Internet provides the opportunity for compangeseach a wider audience and create
compelling value propositions never before possielgg. Amazon.com's range of 4.5
million book titles), while providing new tools f@romotion, interaction and relationship
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cesta 7, Sl — 3000 Celje, Slovenia.
University of Primorska, Faculty of Mathematics, ttéal Sciences and Information Technologies,
Glagoljaska 8, S| - 6000 Koper, Slovenia.
DOBA Faculty, Mariborska 1, SI — 2000 Maribor, Sdova. E-mail: tina.vukasovic@mfdps.si.
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building. It is empowering customers with more opt and more information to make
informed decisions. The Internet also represerfisndamental shift in how buyers and
sellers interact, as they face each other throughelgctronic connection, and its
interactivity provides the opportunity for brandsestablish a dialogue with customers in
a one-to-one setting. As such, the Internet is gimgnfundamentals about customers,
relationships, service and brands, and is triggetive need for new brand-building
strategies and tools (Cleland, 2000).

The Internet became a visual and audio multimettraaive of communication in the
business world and in everyday life-

The distinctive characteristics of the Internet barsummarised in three key points
(Cleland 2000, 35):

e It Dramatically Reduces Information Costs - the cost of searching for
information and the cost of the information itsislfsignificantly reduced (and in
many cases is free).

e It Allows for Two-way Communication and Interactivity - this radically alters the
process of interaction between communicating parédlowing both parties to
identify each other and build one-to-one relatigmsh not previously available
with mass medium forms of communication.

e It Overcomes the Barriers of Time and Space - The Internet is a global network
and can be reached from everywhere, regardlesshefrenthe computer or
Internet access device is physically located. Tierhet can also be accessed at
any time - 24 hours a day, 7 days a week. Thesgigsaliminate the barriers of
time and space that exist in the physical world.

These characteristics combine to create a very golmedium. By allowing for direct,
ubiquitous links to anyone, anywhere, the Intele&t individuals and companies build
interactive relationships with customers and sw@wp)i and deliver new products and
services at low cost. These defining charactesistiave fuelled its explosive growth
(Cleland 2000, 35).

1.1 Building successfull brand on the Internet

The Internet is changing the brand environmentloandscape This chapter explores
new strategies and tools for building brands on Ititernet, including the interactive
approach to attracting customers and building lgyaBuilding a strong brand is a
complex task. The brand building process starth e development of a strong value
proposition. Once this has been established, thé step is to get customers to try the
brand. If the offering is developed properly, ibsald provide a satisfactory experience
and lead to a willingness to buy again. To entiGal tand repeat purchase requires
triggering mechanisms, which are created througleriding, promotion, selling, public
relations, and direct marketing. The company ndedsommunicate the values of the
brand and then reinforce brand associations t¢ #tarwheel of usage and experience,
and keep it turning. Through the combination of tlsémulus of consistent
communications and satisfactory usage and experidimand awareness, confidence and
brand equity are built (Vukasayi2013).

Traditionally, in addition to providing added vajubrands were a substitute for
information - a way for customers to simplify theé-consuming process of search and
comparison before deciding what to buy. Howeveg thternet makes search and
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comparison much easier. This threatens to underthmesalue of brands. On the other
hand, the logic of the Internet cuts another wagan$actions on the Internet require
customers to provide detailed personal informatiomames, addresses, credit card
numbers, etc. Generally, people have concerns atltaring personal information. In
addition, the intangible nature of the Internet] #ime fact that customers are buying goods
that, in most cases, they have never handled or(gseept on-screen), has placed greater
importance on trust and security. People only tentransact with sites they know and
trust - sites that provide a wealth of informatiand make comparison shopping easy,
where the user feels a part of, and sites thatrstatel the user's needs and preferences.
This highlights the surfacing of information andat®nships as key sources of added
value in the Internet economy. Customers deriveeddehlue through the provision of
information on the products or services they bgywall as on topics of interest related to
the brand and product characteristics. Traditignddfands have been developed in an
environment whereby a company creates a brand, paogcts it onto a third party
intermediary (the media). In response, many unnacnstbmers develop "aelationshif
with the brand. The Internet, on the other hanfirefinteractivity, whereby the company
can establish a dialogue and interact with indigldtustomers on a one-to-one basis. In
doing so, a company can listen, learn, understantiralate to customers, rather than
simply speaking at customers. This creates the rypity for companies to build
stronger relationships than previously attainablewever, this also poses a challenge as
these relationships may take on a life and charadté¢heir own (Cleland, 2000). The
differences between the traditional approach aedotie-to-one approach are outlined in
Table 1.

Table 1. The emerging brand building environment

TRADITIONAL APPROACH ONE — TO — ONE APPROACH
Monologue Dialogue

Public Private

Mass Individual

Anonymous Named

Adversarial Collaborative

Focused primarily on one —off transactions Focusecklationship over time
Remote Research Intimate learning
Manipulative,”stimulus-respongeapproach| Genuine need driven, service approach
Standardised Customised

Source: Cleland, 2000, 46.

The Internet gives companies control over all thateractions with customers and
therefore, brand-building must focus on the eneéd-customer experience - from the
promises made in the value proposition, to itsvéeji to the customer. In maximising the
customer experience, companies have to find inmavawvays of leveraging the

information and relationship building charactedstof the Internet.

1.2 The Social Media

Not long ago, social media were viewed as a phidsé.anymore. The world is being
transformed by these new collaborative technolggidech have created a participatory
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society and new business models on an unimagirsglalie. Over the last decade, social
networks have changed communications, shifting ila we consume, produce and
interact with information, based on explosive migmna to the web (Carlsson, 2010).
Social media websites like Facebook, Twitter et@vehcreated huge impetus on the
communication platform with the end customers dfedeént products and services that
was lacking in the traditional medium. Social netikilog sites are used as marketing tool
by marketers in creating brand relationship (Nig2601.2). Huge growth of customer base
enables marketers to explore social media netwgrgites as new medium of promoting
products and services and resulting in reductionclatter of traditional medium
advertising of reaching the mass customers andrealizing the actual return on
investment (ROI).

Social media advertising is a paid form of branerviee or business promotion and
requires a proper and planned communicative message budget. Advertising is
customer centric in nature. Customers play an itapbrrole in any major or minor
communication because they are the one who areggmindecide the fate of the
advertising communication. Some benefits of soe&vork advertising include (Jothi et
al., 2011):

1. Popularizing your brand, idea or service totéirget group.

2. Informing target audience about your brand ovise’s presence in the market.

3. Encouraging healthy competition in the market.

4. Providing social benefits for the brand.

5. Making the audience to interact and keep thaatirwith the brand.

Advertising on internet provides a major contribatto brand competition in the market.
Advertising here not only provides information abau product or service but also
promotes innovation. Besides it also facilitatestomer satisfaction. Big and small
companies, individuals of all walks of life, majand minor events, concepts, etc.,
nowadays lay their base on social network advagiso get recognized in the market
(Zarrella, 2010).

Social media foster communities where people tendather around a common goal or
shared interest and interact regularly. Join thevecsation, but remember that as a
member of the community, you need to do a fair ehaf listening. Engage in
conversations with community members, share idedsaatively participate. Recruiters
should be transparent about their connection tethgloyment brand because creating an
authentic brand is one of the most crucial pieoastine success (Leary, 2009).

1.3 Social networking sites

Social networking is the classifying and expandifigndividuals into specific groups or
communities creating connections through individugloups or organizations (Boyd and
Ellison, 2008; Constantinides and Fountain, 2008sdv et al., 2009). The word “social”
refers to a people-to-people interaction and maysisd of a set of customers, employees
or organizations which have a relationship thdtdfidhem together (Haythornthwaite,
2005). Examples of famous global Social networksitgs are Facebook with over 500
million active users and LinkedIn with over 90 naiti users worldwide in 2011. Social
networking sites facilitate meeting people, findiiige minds, sharing content (Boyd and
Ellison, 2008; Constantinides and Fountain, 2008sdv et al., 2009).
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A social networking site creates network commumicatamong the user community.

Though social networking site serves for commuigoapurposes among special interest
groups, the marketing strategy has also enterednigidium for its reach. People get
exposed to various kinds of brand communicatiorough this media. They tend to

interact with the brand and also get awarenesstatheubrand and its service in an
interesting way (Nicole, 2007). In recent trendnodirketing in social networking sites,

various brand communications are widely used tacittargeted leads (Jothi et al., 2011).
Social networking sites are more collaborative immteractive in comparison to traditional

media followed by marketers.

1.4 Brand pages on Social Networking Sites

Social networking sites, like Facebook, Twitter Netlog, provide the opportunity for
brands to create their own online profile. They ealed “brand pages”, “fan pages”,
“groups” or “profile pages” depending on the netwohccording to Lee (2007), “brands
become members of the social network like othersis®&etwork users have then the
opportunity to associate with a brand. The commativo on these pages can go in four
different directions: brand to member, member t@ndf member to member, member to
outsider (Godin, 2008). Unfortunately, most adwents still use these social network tools
to push product information rather than to inviteople to interact. Brand pages, are,
when used properly, “a priceless medium to gaugat wbur marketplace is saying about
you and/or your company” (Holzner, 2009). Practiics should understand that they
share control of the brand with consumers who wangage with them in a rich online
dialogue. Brand pages on Social networking siteslityuon all the characteristics of
online communities: they are online, not limited lasiness transactions and allow
information exchanges and influence games betwesmbmars (Kim et al., 2008). Trusov
et al. (2009) even freely use Social networkingessitand online communities
interchangeably. The appearance of Social netwgrites features has introduced a new
organizational framework for online communities amd/ibrant new research context.
(Brandt et al., 2010).

Facebook, Twitter etc. have become a personalugptahd corporate branding hub in the
world. Every brand that exists on social networksitgs has the same core features and
benefits, such as the ability to create a pagegestesources, add multimedia and much
more (Eric, 2008). The effective brand communicastrategies are analyzed to find the
impact among the users.

1.5 Brand Management via Social Networking Media

Today hundreds of millions of internet users armgishousands of social web sites to
stay connected with their friends, discover newiéffids,” and to share user-created
contents, such as photos, videos, social bookmariks,blogs. Social networking sites,
such as Youtube, Hi5 and My space, are equivalemiany ways to the giant to draw
mass audiences. Users spend 2.6 billion minutég aiaiFacebook, where advertising can
gain some part of their online attention. The amlisocial graph offers four distinct
advertising methods, as summarized belowigam, 2012.

Targeted ads

These ads offer content directed to specific awdien With “hypertargeting” or
“microtargeting,” you can place your ads in frofittioe consumers can be identified by
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such filters as “location, gender, age, educati@mrkplace, relationship status,
relationship interests and interest keywords.” Regost these traits on their individual
profile pages on social network Web sites.

Application Advertising

Use fresh kinds of advertising “platform applicag’ such as “games, slideshows and
polls,” to increase users’ engagement with yoursagss.

Social actions

Marketer can place their advertisement on sitesrevipeople discuss related social
activities, for instance, advertise eatery on pagesre diners post restaurant critiques.
“Engagement"” ads

Facebook uses this word for advertisement thatlesatompanies to grap “opportunities
to integrate into other aspects” of the site withoeing “disruptive.”

1.6 Advantages of Social networking Sites

The use of social networking sites have many adwms for marketers. Here are some
important, summarized by Nigam, 2012.

Cost Effective

The unique inherent advantage of social networkites is that the that it is cost effective
and more focused.

Networking Applications

The major reason behind increase in usage of saeiaorking websites is its unique
application features. These applications includefiler viewing, downloading, gaming
and chatting. Such kinds of features are not fanrmther website engines like Yahoo or
Goggle. Thus, teenagers are increasingly openigig #tcount on social media websites
since they offer variety of fun applications to theer that not only gives them sense of
enjoyment but also merges their gaming pleasurds their peer groups and other social
media communities. In order to get visibility forabd profile, the marketers need to
develop relationship network. This means, get betd and connect with the other users.
Send them messages, add them as friends and leawments on their user profiles.
Marketers can also initiate to join and start gothmat are related to topics that connected
back to brand to participate in forums and chasyell as special activities a social site
may have. This allows you to reach other users personal level.

Staying Connected

Another important reason for joining theses welssigeto stay updated in relation with
getting knowledge on different arenas on the web3ihese websites help the user to stay
in connection with their long distance friends arelatives. Through these social
networking, the user also gets in touch with theimess and professional associates
which helps them to build their career. They aréamy useful in delivering messages,
but these messages can be shared to the milliopsagfe if the user is active on social
media account.

Regularly Refresh the Content

As in any relationship, the same dinner topics gstate quickly. Marketers should have a
plan for how they will engage their most ardentsfanr what interactions, content, and
features will keep users coming back over and again Marketers can should give
updates about their brand, and adding interestongent such as photos and videos.
Marketers can create a widget with content thatsatly related to brand, and this widget
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is exportable directly from the marketer’s profileencourages others to place the widget
on their own profile, letting them work for you Mdistill expanding the recognition of
your brand. If the widget itself can’t be linkeddkadirectly to the profile, the caption can
be added to images slide show or video that disghagnd and public URL.

Creating Analytical Databases For Brand Marketers

The activity of users over networking sites cremtet of data to consumers which can be
leveraged in places where they make the decisieatiog impact regarding different
brands.

1.7 Emerging trends in social media in European Uon

Today Internet is widely spreading as a commurdcatmedia in European Union.
Emergence of the information super highway haslttemized the way media is created
and consumed. Previously media used to be createdelia firms who are the content
generators as well as the content owners. And trgent used to broadcast to the
consumers by the media. This concept has undemgomdementary change, now anyone
can create content best known as User Generateadntaand share it with others using
platforms like Blogging, Social Networks, YouTuhte.eNow the consumers of the media
have converted into media creators and the coateatdistributed on the internet through
social networking and people connect with this eanhtthrough comments. Social
networking has become more popular among every@omsumers are getting more
connected and communicative with their networks tuthnology allows them to voice
their opinions rapidly.

Today European Union consumers can make use dititscilike E-banking-retailing-
shopping etc. with more confidence and trust aenéefore. Internet has proved to be
more than just emails and Google search. With tdeemt of networking media,
broadband and Web 2.0 now many people are joiiagsbcial networks like Facebook,
Twitter and thus it is easier for the marketersspoead the word about them over the
network. To bridge the gap between the consumeganization, marketing and media
planning people there is the need of uniformity &rogt in the social media. Social media,
community networking, blogging, twitting, etc. welbeyond anticipation for large mass
of people. E- Shopping and E- bookings, E-lear@ind online dating have achieved good
heights and became popular among European Unicsuoosrs.

Another area of opportunity for building brand igral marketing. Viral marketing, also
known as word-of-mouth (WOM) or “buzz marketings, the tactic of creating a process
where interested people can market to each otmeplementing an effective viral
marketing strategy is a good way to get peopldrtgliebout your business. A successful
viral marketing campaign can be developed throwglas networking media like Twitter,
Facebook etc. With the information available onirminetwork the marketers have the
knowledge of the needs and wants of different lefetustomers. Word-of-mouth is a
particularly powerful medium, as it carries the lireg@ endorsement from a friend. The
Internet, with its e-mail lists, web sites, chatomss and bulletin boards, makes
communication tighter, and word-of-mouth even maféective. As a result, viral
marketing is an effective tool in getting a message fast, with a minimal budget and
maximum effect. If a company can provide a strongugh incentive for customers to
share their lists of personal contacts, whethecéonmunications or community, they will
have a powerful viral opportunity at their disposalgood virus will look for prolific
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hosts (such as students) and tie into their higguency social interactions (such as e-
mail and messaging).

Next chapter provides some information about legdimand in the category of fast
moving consumer goods in selected European Uniantop. Chapter also provides a mix
of activities that have been carried out as partafketing campaign by using social
networking media.

2. MATERIALS AND METHODS

The objective of the study in this paper is to gpalthe effective communication strategy
through social networking media. It is important study the effective way of
communication in branding the product in socialmrking media and analyze its reach
among the consumers. The paper explores the congngagement practices adopted by
social networking media for building the brand. IDgue between consumers and the
brand is presented in the paper on the case oadinig brand in the category of fast
moving consumer goods in selected European Uniantocp.

2.1 Learning from and with young consumers with sdal media

New products and strong brand play a very impontal# in the fast moving consumer
goods industry. It is large and competitive indystwith many active companies
(Vukasovt, 2012). The producers of high-volume productsasare that a company’s
leading role on the market is ensured through gtramd established brands and loyal
consumers. Today, the labelling with brands is sactrong factor that there are hardly
any products without a brand. Various literaturas/fale tons of advices and rules on how
to create or shape a successful brand. On the bémet, decisions regarding the policy of
brands are far from being straight-forward and megquumerous researches and
considerations.

Due to data protection and providing discreet camyfar analyzed brand we used in this
paper instead of brand name label X. Brand X igraosim for pleasure, emotions and
quality. Brand X personality is matching the chaesstics of brand X target group —
generation Y (witty, funny, dynamic, full of enejgyvhich always needs something new
and challenging. Brand name X doesn’t bring anyatigg associations neither regionally,
neither by any consumer group. Brand X stands &bues like trust, safety, quality and
loyalty.

Advertising campaign were designed on irresistdelgre for brand X. Basic guideline of
the market communication campaign was the oriamatdowards consumers and their
benefits. The next guideline was the creativity as the mastigrful marketing tool to
create a brand. After defining the marketing anchicwnicative goals and target group to
which the message is intended, what followed was #tage of defining the
implementation of the creative stratedylvertising campaign was spread across web site
for brand X, internet media with web advertising ®indows Live Messenger,
Facebook.com, YouTube.com.

The marketing goals of the campaign were:
1. To retain 46.4% volume and 61.6% value share fan®iX on an annual basis in
its category in selected European Union country.
2. To achieve high (90%) campaign recognition by Hrget group.
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The communicative goals of the campaign were: toremse the involvement of
consumers and their engagement with the brand X.
1. Web site for brand X:

- to increase the attendance of web site for brangitX basic 3.367 unique
visitors and 4.581 visits in the previous three thoperiod to 100.000
different visitors and 200.000 page views.

2. Facebook:

- Brand X activate in the Facebook environment -ntyaase the number of
Facebook fans: from 5.882 fans before campaign G®@® fans after
campaign.

- to increase the level of interaction with the pdgtin. 500 comments, min.
1000 likes).

- to increase the number of female Facebook fan (@&rs) of 100% (key
decision makers on daily and weekly purchases).

3. Fun Club for brand X:

- to acquire at least 10.000 new email contacts faturé direct

communication.

2.2 Methods of data collection and sample

To analyze and find the effectiveness of commuinoagtrategy to building a relationship
with the analyzed brand, communication throughaawétworking media was done with
the quantitative survey method in the researchve&Sumwas conducted, by sending
questionnaire by e-mail to collect the individugdion from the respondents. Non
probability sampling technique is used to colléw dpinion from the online respondents.
The total population is social networking user camity, but to collect the effective data
the sampling is constrained to the target populdtle young adults, between the ages of
18 years to 45 years. The sample size is sevenrédin@he sample consisted of 350
women and 350 men. The majority of respondent vibetsveen 25 and 45 years old.
More than half of them had finished high school%®822% had a higher education, 8%
had a primary school and 12% of respondents coegblsecondary school. 80% of
respondents currently living in cities, visit rueakas regularly, at least once a month. The
respondents are interested in using internet acidlswetworking sites often or very often,
suggest that the survey respondents provide arestieg study group for this issue.

2.3 Data analyses

Analysis of quantitative data provided by mentiorggestionnaire used the Statistical
Package for Social Sciences (SPSS 17.0). The datned from the survey were
analysed with univariate analysis in order to chddtributions of frequencies and to
detect possible errors occurring during the researad/or data entry. Chi-square, Anova
and correlation analysis were performed to exartieaelations among respondends. The
level of comparison was set at, 0.05. Prior to hiypses testing, factor analysis was
conducted to determine the independent variablethefstudy. Ambigious items were
eliminated from the survey by varimax rotation. Tdeta collected from the surveys was
put through a validity assessment (KMO = 0.898;tlBtis Test sign = 0.000) thus
revealing that the sample of the study was appatgfor factor analysis and that there is
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a strong relationship between the variables. THmhiity analysis of the research
instrument yielded a Cronbach’s Alpha value of ®a8d a significance level of 0.000.

2.4 Research Hypotheses

The survey aims to examine a number of researclothgpes formulated based on the
literature review. More specifically, the reseahgipotheses are:

H1: More than 45% of respondents use internet rii@e 3 hours a day.

H2: Age variable has an effect on the use of thermet.

H3: More than 90% of respondents are aware of kpetavorking sites

H4: More than 95% of respondenst are aware of koetavorking sites for brand X.

H5: More than 70% of young population (between A& 35 years old) have high level of
awareness about internet marketing campaign fardoXa

H6: More than 90% of user agreed that the commtinitatrategy used in brand X
communication creates impact on brand effectively.

H7: The target group for brand X is young populatibetween 18 and 35 years old.

H8: An effectiveness of communication and stratégge through social networking
media could increase brand relationship with yopegple.

3. RESULTS

Usage of internet by the user

It has been found that 5% of audience use inteyne¢ a week, 13% of the respondents
use 2 to 3 days a week. 33% of the respondent$ os@ h a day and the remaining 49%
of users are accessing internet more than 3 hdayalt is understood that the new media
and its technology is an emerging trend in commatioa which attracts almost all the
people, if they have knowledge of computers. Se thgital media has more snatchers
towards its communication and internet is beconmpagt of necessary communication
among young population (Table 2) in selected Ewmapdnion country. Differences in
young population usage of internet with respec¢hé&r gender and age level were verified
by Chi-square analysis. Chi-square analysis shotied there were differences in
population usage of internet with respect to theinder and age level. We found that men
tend to use internet more often than woman. Moaa %55% of men and 45% of woman
claimed to use internet very often (more than 3r&@uday) (X = 12.573; df = 2; p =
0.002). Further, our results suggested that 77Y@ohger population (between 18 and 35
years old) tend to use internet more often thaeratetople (23%) (= 8.301; df = 2; p =
0.012). Based on the presented results the hypsthesd 2 were confirmed.

Table 2: Usuage of internet

Usuage of internet %
Once a week 5
2 to 3 days a week 13
1 or 2 hours a day 33
More than 3 hours a day 49

Awareness of social networking sites and internet arketing campaign for brand X

From this result, it is observed that nearly 97%t& internet users are aware of social
networking sites and only 3% of them are cluelédthough the concept of computer-
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based communities dates back to the early daysmpuater networks, only some years
after the advent of the internet online social meks have met public and commercial in
a successive manner. At the most basic level, dmeosocial network is an internet
community where individuals interact, often throyglbfiles that represent their selves to
others. Social networks have grown rapidly, and esdike Facebook, YouTube, have
achieved the mass market and penetrated in a femthsisince their inception, such
applications have infringed their users in différstrategy to interact with more people
(Jothi et al. 2011). Also from this results it ibserved that nearly 96% of the internet
users are aware of internet marketing campaignbfand X (Table 3). Based on the
presented results the hypothesis 3 and 4 wereromedi More than 72% of young
population (between 18 and 35 years old) had hayell of awareness about internet
marketing campaign for brand X. Based on the pteseresults the hypothesis 5 was
confirmed.

Table 3: Awareness of social networking sites and intematketing campaign for brand X

Awareness of social networking sites %
YES 97
NO 3
Awareness of internet marketing campaign for brandX

YES 96
NO 4

Accessibility of ads in internet marketing campaigrfor brand X

Only 2% of the total samples say that they haveenagcessed or shown interest to the
ads displayed in social networking sites for brxn®@6% of the respondents use to access
often and were interested to listen to the adwamients for brand X, 12% of the
respondents use to access somethimes and werestetito listen to the advertisements
for brand X (Table 4). Today's customers want tehgaged differently than in years past
and many traditional marketing tactics simply dot meork anymore. Social media
marketing is a revolutionary way to build solidagbnships with customers long before
first contact with fun, attractive messages andrauttions (Borges, 2009)

Table 4: Accessibility of ads in internet marketing campafignbrand X

Accessibility of ads in internet marketing campaigrfor brand X %
Often 86
Sometimes 12
Never 2

Brand communication that attracts the users

Interactive fan page for brand X attracts 55% ofrss20% of users are pulled their
interests towards brand X game and 15% of usdenésl to viral video ads, 10% of users
are interested to traditional banner ads. Mosthaf $ocial networking websites are
enabling brands to engage the right people in itjie conversation at right time (Shih,

2009). Nowadays communication on branding in sawdlvorking sites is more personal,
contentious, fascinating and influencing amonguser community (Table 5).
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Table 5: Communication fro brand X that attracts the users

Communication for brand X that attracts the users %
Interactive fan FB page for brand X 55
Game "Crazy T-shirts" on web site for brand X 20
VIDEO ads for brand X" 15
Banner ads for brand X 10

Impact on building brand relationship with target group

According to the respondents, 98% of user agregikie communication strategy used in
brand X communication creates impact on brand &¥ely and also which could help it
to recall the same often and interactively. Basedhe presented results the hypothesis 6
was confirmed.The remaining respondents almost 2¢s that it does not create much
impact on brand relationship but still effectiver fother communication purpose like
sharing and chatting information (Table 6). Basadesearch results the target group for
brand X is young population, between 18 and 35 syedd. The hypothesis 7 was
confirmed.

Table 6: Impact on building brand relationship with targedbup

Impact on building brand relationship with target group %
Agree 98
Disagree 2

Key performance indicators campaign for analyzed band

The finding of the study states that the internetrkating campaign for brand X was
effective and resulted in the process of buildingettionship with the brand. Key
performance indicators campaign for brand X are:

» after campaign volume market share has been r&isé#,3% and value market
share for brand X has been raised to 63,7% inaitisgory in selected country of
European Union market (Nielsen, 2012)

« the awareness of internet marketing campaign fandrX was 92%, so the
campaign for brand X has been recognized.

e we activated 178.682 unique visitors and reacheti832 page views (Google
Analytics, 2012).

* with the mentioned marketing campaign brand X ghimeore than 20.000
Facebook fans; at the end of the campaign, bram@d&20.510 Facebook fans
(Facebook Insights, 2012).

* we increased the level of interaction with the pogte had got 938 comments
and 2.841 likes (Facebook Insights, 2012).

« the number of female Facebook fans, 25+ yearsrtasdased by 431.63% (from
784 to 3.384 Facebook fans) (Facebook Insights2201

* we achieved 12.212 new email contacts for futureaicommunication

Based on the presented results the hypothesis &avdismed. We can conclude that the
marketing and communicative goals of the campaagiofand X were achieved.
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4. DISCUSSION

Social media affords us a great opportunity, thétgalo build relationships directly with
consumers. It's something no amount of media tmgdias been able to achieve. We
believe in the power of social media to help depdlee relationships between a brand and
its users. But it has to be real. It has to be dagtd, with a genuineness of purpose if it is
truly to be a two-way communication and not merahother brand monologue. Brand
leaders need to listen and respond to our mosakuasset -- our consumers -- on many
levels.

Currently, marketers are using social media as ya tovgoromote their brands and build
these consumer brand relationships. Social comiesrsuch as Facebook, Twitter, Four
Square, and LinkedIn are channels of social med@auded on relationships, shared
interest and identification. These communities deat multi-way communication,
conversion and collaboration (Tuten and Solomon22@rands from fast moving
consumer goods category like Coca-Cola, StarbiMdkka, etc. actively use online social
communities as forums for consumer engagement.tibddily, the use of online social
communities has especially become important in foddstry.

Marketers are interested in developing relatiorstiptween consumers and brands and
have used social media as avenues to achieve sadhegships. This research
demonstrated outcomes of relationships that aredoais affective commitmenAffective
commitment led to greater brand advocacy from cowss. The Internet is an optimal
mechanism for developing consumer-brand relatigsstidue to its interactivity. This
research contributes to understanding about how selationships are developed in an
online context by using social media and its imgdiens for building brand relationship.
This research contributes that appropriate comnatioic strategy used in brand
communication creates impact on brand effectivlly.effectiveness of communication
and strategy done through social networking mediddcincrease brand relationship with
consumers. Further, in the online environment, e/ada- creation also plays an integral
role in developing emotionally based brand relatfops. As individuals become more
actively involved in creating and disseminatingoimhation about the brand, they may
also exhibit more loyal behavioral intentions angrall advocacy for the brand. This
research suggests that marketers might be suctessfeveloping relationships between
a consumer and a brand by being proactive in am ¢immmunications by using social
media.

5. CONCLUSIONS

However, building consumer brand relationships t&na challenging and complex
process. Brand relationships with consumers arenofassociated with different
psychological processes and social norms and dem n@any forms. For example, a
consumer brand relationship may be emotionally dhased can involve obsessive
thought, or it may be cognitively based and sinfpitual (Maclnnis et al. 2009). Social
media are valuable forums for building brand relaships with consumers. Many
organizations, products, brands and entertainmeotegsionals have a presence on
Facebook because of its ability to facilitate nplitiative exposure and its suitability as a
relationship enhancing tool (Oszajca 2012, Thorigen et al. 2002). Cultivating based
and committed customer brand relationships requiree and resources to develop.
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Facebook, as do other social media, provides deviallatform for the formation of such
relationships because of its targeted approach.
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Innowacje w mediach spotecznych zrewolucjonizovéaiat w XXI wieku. Media
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kwestionariusza w celu zebrania indywidualnych opi@spondentow. Cata populacja
jest spoteczniia uzytkownikbw medidw spotecznych, ale do zbierania beto
skutecznych danych zostata ona ograniczona do agjpdocelowej ludzi dorostych w
wieku od 18 lat do 45 lat . Wielké probki to 700 oséb. W pracy przedstawiono wyniki
bada, w tym dzial&a marketingu internetowego, ktére przyczynity sio budowania
relacji z marlk. Konieczne bylo zbadanie skuteczcicstrategicznej komunikacji marki
prowadzonej w mediach spotecznych. W najnowszejdraji marketingu, w serwisach
spotecznéciowych, aby przyeigna¢ liczbe klientdw stosuje si rézne strategie
komunikacji marki. Badanie takie pou® ocené efektywnd¢ komunikacji i strategii
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VORAUSSCHAU UND REGULIERUNG VON
INNOVATIONSPROZESSEN IM BEREICH DER
UBIQUITAREN INFORMATIONS- UND
KOMMUNIKATIONSTECHNOLOGIE

Technische Innovationen kénnen einerseits neue tel@ndffnen und Problemldsungen
aktueller gesellschatftlicher Herausforderungeretigf andererseits aber auch bspw. Fragen
der Umwelt- und/oder Sozialvertraglichkeit auf lkemz mittleren und langen Zeitskalen
aufwerfen. Aufgabe der Technikfolgenabschatzungsisivohl die positiven und negativen
Folgen und Nebenfolgen wenn méglich schon frihgeitifzuzeigen, damit die positiven
Folgen und Nebenfolgen gezielt geférdert und digatieen Auswirkungen einer Innovati-
on bewusst gemildert oder gar verhindert werdemkanAllerdings setzt dies voraus, dass
erstens einigermaf3en verlassliche Aussagen Ub&udlienft getroffen werden kénnen und
zweitens, dass regulatorische MaRhahmen zur Vermgidegativer und Fdrderung positi-
ver Folgen auch ihre Adressaten finden. Am Beisgd@l ubiquitaren Informations- und
Kommunikationstechnologie wird jedoch gezeigt, ddisse Voraussetzungen oft gar nicht
erfullt werden kdnnen. Dies ergibt sich aus derol@mtionstypen, die im Bereich der luK-
Technologie oft vorliegen ebenso wie aus dem Caililgg-Dilemma. Beide Faktoren min-
dern die Verlasslichkeit von Prognosen. AulRerderdei regulatorische MalRhahmen oft
ihre Adressaten nicht, da die gesellschaftlichelnsgsteme, in denen Innovationen stattfin-
den, immer weniger klar umrissen sind und mit kiaden Regulierungsmal3nahmen wie
Gesetzen kaum mehr erreicht werden kénnen.

Schliisselworter: Technikfolgenabschatzung, Foresight, Innovatiarssfoung und —
management, Informations- und Kommunikationsteabgieh.

1. NEUE KONZEPTE DER INTERAKTION MIT COMPUTERSYSTEMEN

Innovative Nutzerkonzepte stehen derzeit hoch imsKso geht bei mobilen Geréaten der
Informations- und Kommunikationstechnologie dernttezu Bedienungskonzepten, die
darauf aufbauen, dass die Nutzer Gesten verwendanAktionen auszulésen. Schon
langer wird diskutiert, die Steuerung und Kontrolen Geraten dadurch natirlicher zu
gestalten, dass die unmittelbare Umgebung auf aabkalten der sich dort befindenden
Personen reagiert und so selbst eine allgegenwdxtigzerschnittstelle realisiert. Dieses
Konzept, das unter Bezeichnungen wie Ambientiigetice, Ubiquitous Computing oder
Pervasive Computing firmiert (vgl. bspw. Beigl, ®eten& Schmidt 2001), impliziert

dabei auch, dass die entsprechende technischsthoktur nicht mehr als solche erkenn-
bar sein wird, da die entsprechenden Funktionelnt mion klar identifizierbaren und eng
lokalisierten einzelnen Geraten ausgefuhrt werdemdern die Umgebung selbst die
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gerade abgefragte Funktionalitat bereitstellt, Wiarc Weiser, auf den dieses Konzept
zurlickgeht, in seinem Aufsatz ,The Computer forthemty-First Century” (1991) bereits
betonte. Heute verbirgt sich diese Idee hinter Bbéneingen wie Anytime, Anywhere
Communication and Computing (AACC, vgl. Neitzkeakét2008); hier wird als Einsatz-
bereich insbesondere die hdusliche Betreuung vtagtes oder korperlich gehandicapten
Menschen genannt. Smart Home und AmbientAssisteidd (AAL) gehtren ebenfalls in
dieses Umfeld (vgl. bspw. Park et al. 2003). Diel&®gom Internet der Dinge wiederum
verweist darauf, dass angestrebt wird, eine weashrdtéarkere Repréasentation realer Ob-
jekte im Netz als bisher zu erreichen (vgl. bspie.Beitrage in Fleisch& Mattern 2005).
Weitere Benennungen sind Ubiquitous Media (vgl.vbsprews 2004), Mixed bzw.
Augmented Reality (vgl. Kabisch 2008: 227), Compiediated Reality (vgl. Rekimo-
to&Ayatsuka 2000) oder Tangible Media bzw. Tangibierfaces (bspw. Brereton 2001;
Shaer et al. 2004).

2. INNOVATION IN DER TECHNIKFOLGENFORSCHUNG

Details und Ausgestaltung dieser Technologien ebe&ris deren tatsachliche und poten-
zielle Anwendungen sind jedoch unerheblich fur Aigwort auf die Frage, ob Technik-
folgenforschung und -abschétzung (TA) zukunftigechrmlogiepfade wenigstens mit
einiger Verlasslichkeit voraussagen kann, damit politischer Seite, durch die Zivilge-
sellschaft oder von Unternehmen regulierend eiriffegrwerden kann, um gewunschte
Entwicklungspfade zu verstarken und ungewunschradd’moglichst zu versperren, sei es
durch gesetzliche Regelungen, soziale Normen okemdimische Mechanismen. Um die
technische Entwicklung zu gestalten, missen allgsdAdressaten fir Regulierungsmaf3-
nahmen identifiziert werden. Traditionelle Konzedex TA benennen hier an erster Stelle
Wissenschaft und Unternehmen als Innovationsaktezme -systeme, die in einem insti-
tutionellen Rahmen agieren und so regulatorischaffiMdhmen zuganglich sind. Shang
und Fagan (2006) nennen auflerdem noch Nichtregisrurund Non-Profit-
Organisationen, betonen jedoch ebenfalls, dassvatiomen institutionelle Zusammen-
hange bendtigen.

Daher stellt sich die Frage, was passieren komvean ein entsprechender institutioneller
Rahmen nicht mehr existierte. Um dies beantwortekdnnen, missen Innovationspro-
zesse genauer betrachtet werden, denn Technolkgieren auf sehr verschiedenen We-
gen entwickelt und implementiert werden. Im Folgemdvird eine dichotome Unter-
scheidung genutzt, die fir die Beschreibung retezesse meist zu grob ware, aber fir
eine grundsatzliche Analyse durchaus hilfreich denn: Es wird vorausgesetzt, dass
Innovationsprozesse im Wesentlichen entweder tapadoder bottom-up (vgl. Pallas
2009) betrieben werden. In der Innovationsforschwirg meist eine andere Terminolo-
gie genutzt (vgl. Fiore 2007); hier wird von ,Comnities” als Ort von Top-down-
Innovationen und von ,Networks* als Ort von Bottamp-Innovationen gesprochen.

Top-down-Innovation soll bedeuten, dass Technoldgieeinem gesteuerten Prozess,
angestoRen von einem oder wenigen Akteuren wie. ZJrBernehmen oder staatlichen
Institutionen, entwickelt und implementiert wirdnwein konkretes und explizit formulier-

tes Ziel zu erreichen. Paradigmatisch hierfur isb8orschung wie z. B. in Deutschland
mit Growian GroRwindanlage), Hochtemperaturreaktor, Transrapid und dheficPro-
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jekten. Top-down-Innovation muss jedoch nicht diBsmensionen annehmen, sondern
kann sich auch in kleineren Maf3staben bewegengdiem folgenden Abschnitt). Sie
zeichnen sich dadurch aus, dass es ein vergleitdes\iar definiertes Ziel gibt und dass
die zur Erreichung dieses Ziels entwickelte undjegetzte Technologie (zunachst) nur
fur dieses Ziel verwendet werden soll.

Bottom-up-Innovation soll im Gegensatz dazu heildlass Technologie in einem allen-
falls lokal gesteuerten Prozess von einer nicht klabenennenden und in vielen Fallen
auch nicht deutlich zu erkennenden bzw. zurechembZahl von Akteuren angestolen,
entwickelt und implementiert wird, um ein wiederattenfalls lokal definiertes Ziel zu
erreichen. Ein Beispiel fur eine Bottom-up-Innowatiist Google Maps: Zwar hat das
Unternehmen Google als einzelner Akteur diesen ®ianplementiert und es ist davon
auszugehen, dass das Unternehmen damit auch @nkreten Zweck verfolgte, doch die
Offenheit und Interoperabilitat des Services elagweiteren Akteuren, andere Dienste
darauf aufzusetzen, ohne dass diese von Googleplatgt gewesen waren.

3. EIN SZENARIO MIT NICHT INTENDIERTEN FOLGEN

In dem folgenden Szenario von Kang und Cuff (200B)l der Einsatz von Ubiquitous
Computing- bzw. Pervasive Computing-Technologiaufighauch alsUbiComp und PerC
abgekirzt) zur Uberwachung und Kontrolle der Besu@iner Shopping Mall beschrie-
ben; zudem behandeln die Autoren nicht nur techeisider 6konomische Fragen, son-
dern machen sich ebenso Gedanken darlber, wiedsciNutzung des offentlichen
Raums aus soziologischer und politikwissenschaglicPerspektive verédndern wirde,
wenn diese massiv durch den Einsatz von Technol&gieeguliert werden wirde.
EinedieserKonsequenzenverdeutlicht das folgendeZita

.Generally, PerC helps the mall identify ,undesles) by examining individuals’ imme-

diate attributes for disliked characteristics. Argma might fall into a pariah category
because of what she is wearing, who she is ,hangingwith, or her demographic cate-
gory“ (Kang & Cuff 2005, S. 122).

Entscheidend ist, dass dieses SocialSorting —Fne der sozialen Exklusion — gewollt,
also gezielt angestrebt und durch den Einsatz \ewhiologie erreicht wird. Doch még-
lich wird es erst dadurch, dass der Shopping Meti#8ber durch rechtlich kodifizierte
Verfugungsgewalt die Definitionsmacht daruber zsiver in den Rdumen der Mall als
unerwiinscht (,undesirable") eingestuft werden d&ies legt den Schluss nahe, dass
Top-down-Innovationen nur dann erfolgreich sein igim wenn sie durch juristische
Regulierungsmafinahmen flankiert werden.

Kang und Cuff nehmen eine Top-down-Sichtweise doath gleichzeitig bemerken sie,
dass die Technologie, die urspriinglich zur Uberwaghund Kontrolle genutzt werden
sollte, ganz anderen Zwecken zugefiihrt werden l&bridézu muss man dieses Szenario
nur zu Ende denken und Entwicklungen in Rechnueliest, die bereits heute realisierbar
waren: Alle Produkte, die die Lebensmittelladereitralb der Shopping Mall verkaufen,
sind mit RFID-Chips versehen. Dies konnte man helisweise dazu nutzen, eine lokale
Haufung von Schnapsflaschen zu detektieren, diéngiikator dafur ware, dass Alkohol
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von einer Gruppe von Personen konsumiert wird, sodilese ein potenzielles Unruhe-
oder gar Sicherheitsrisiko darstellen.

Genauso aber kénnten Hersteller potenziellen Kaudke Mdoglichkeit bieten, mithilfe
eines im Mobiltelefon oder Smartphone integriert8canners die RFIDsrddidre-
quencydentification) der Produkte auszulesen und Zugriff Batenbanken zu gewéahren,
in denen Informationen Uber die Herkunft der Indgthffe, das Produktions-, Verpa-
ckungs- und Auslieferungsdatum und vieles mehr gjebprt sind (vgl. Frank et al.
2008). Konsumentscheidungen kdnnten so bessemigdrgetroffen werden: Vielleicht
mochten die Kunden keine Produkte mit Inhaltsstoffieis asiatischen Landern kaufen,
weil sie protektionistisch gestimmt sind. Oder abgrsollen keine Produkte aus Landern
sein, in denen kein Mindestlohn gezahlt wird. Bivetere Moéglichkeit ware, Allergiker
automatisch vor bestimmten Inhaltsstoffen zu warkemnist zwar eher unwahrscheinlich,
dass Informationen tber Mindestléhne, Menschensgehietzungen oder umweltschadli-
che Produktionsmethoden in den Datenbanken demRttoetsteller selbst zu finden sein
werden, doch NRO wie Attac, Human Rights Watch atierlLO kdnnten sie nach dem
Muster der Wikipedia bereitstellen.

Solche Mash-ups geben den Hinweis, dass der saisijfe Part einer Bottom-up-
Innovation vor allem aus der Neukombination bereitistierender Technologien beste-
hen wird. Die gerade skizzierten Anwendungen urdi€es waren technisch sofort reali-
sierbar. Statt auf RFIDs aufzusetzen, kdonnten eigtéh auf den Produktverpackungen
aufgedruckten Barcodes mit den Kameras marktubliptabiltelefone aufgenommen und
dann decodiert werden; grundséatzliche technischeétnisse, die die Realisierung dieses
Szenarios verhindern kénnten, existieren nichteEbottom-up verlaufenden Innovation
sind in diesem Fall nur sehr niedrige Hirden gésdte denkbaren sozialen und 6kono-
mischen Konsequenzen kdnnten jedoch sehr umfamgoelier gar disruptiv sein.

4. SUBKULTUREN ALS QUELLE VON INNOVATION

Das zur Umsetzung notwendige Know-how ist beispieise in der Open-Source-

Gemeinde oder in Subkulturen wie der Hackerszeni¢ weebreitet. Auch in anderen

subkulturellen Zusammenhéngen, z. B. in der sogagaanCyberpunk-Szene, ist entspre-
chendes Wissen verflgbar, insbesondere auch imiekrduf neuartige Weisen der Inter-

face-Gestaltung fur Computer. Die Moglichkeit ztechnischen) Modifikation des eige-

nen Korpers wird dort als Ausdruck personaler Aotoie verstanden (vgl. Pitts 2003). In
der Cyberpunk-Szene mischen sich technikaffinet@ieisen beispielsweise mit feminis-

tischen Perspektiven; zentral ist die Idee, dassrmschliche Kérper und seine Biologie
nichts Unveranderbares und schicksalhaft Gegebaoeslern der sozialen und techni-
schen Gestaltung zuganglich sind. Dabei spielere neugange zur Realitdt durch die
Erweiterung bestehender oder das Hinzufligen nenee &ine wichtige Rolle, wie es z.

B. Steve Mann oder noch radikaler der KinstleraBteln ihren Arbeiten aufzeigen. Neue
Nutzungskonzepte und Schnittstellen sind dabei alETts dem menschlichen Kérper
Externes (vgl. Campbell et al. 2010); der Korpeejld davon oder eben implantierte
Technik sollen die Schnittstellen bereitstellenierdu sind die Arbeiten von Kevin War-

wick sehr instruktiv. Uber die mdglichen individlesi und sozialen Folgen und Neben-
folgen einer inkorporierten Technologie wissen éute allerdings nur sehr wenig.
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Fir die Frage nach der Steuerbarkeit von technistfmovationen sind solche Detailfra-
gen aber nicht wichtig. Im Vordergrund steht, dsish Subkulturen in der Regel explizit
vom kulturellen Mainstream abtrennen und sich alkversiv sehen. Solche sozialen
Verbénde sind in ihrem Handeln und kreativen Patéérkaum einschéatzbar; ebenso ist
die Wirkung, die subkulturelle Phdnomene auf deltukellen Mainstream haben, prak-
tisch nicht vorhersehbar. Hinzu kommt, dass gei@alekulturen, deren Mitglieder sich
bezuglich ihrer Stellung in der Mainstream-Kultuanginalisiert sehen, moderne luK-
Technologien nutzen, um sich weltweit zu vernetaed so die eigene Marginalisierung
zu Uberwinden. Dies schafft kreatives Potenzial stetlt Ressourcen bereit.

5. INKREMENTELLE, RADIKALE UND DISRUPTIVE INNOVATIONEN :DIE
GRENZEN DER TA

Daher muss aus der Perspektive der TA die zerfiralge sein, wie weit voraus und wie
prazise zukinftige Technologien und ihre Folgerheogesehen werden kénnen. Sofern
es sich um netzwerkartig strukturierte Technolodiandelt, fallt die Antwort in doppelter
Hinsicht negativ aus: Unserer Fahigkeit, Entwickjen vorherzusehen, sind sowohl in
Bezug auf den Zeithorizont als auch der Prazisitrem enge Grenzen gesetzt.

Man kann Innovationen in verschiedene Typen eiteiDabei ist insbesondere die Un-
terscheidung in inkrementelle Innovationen auf dieren und radikale bzw. disruptive
Innovationen auf der anderen Seite von Bedeutuglyl (atzer 2009). Es wurde oben
bereits angedeutet, dass es Orte der Innovatian @dmmunities fir Top-down-, Net-

works fir Bottom-up-Innovationen. Gleichzeitig k@&m Top-down-Innovationen mit

inkrementellen Innovationen identifiziert werdemt®m-up-Innovationen wiederum mit

radikalen bzw. disruptiven Innovationen.

Inkrementelle Fortentwicklung baut nicht nur austedienden Technologien auf, sondern
hat dabei ein bewahrendes Element — es wird destmalbSustaining Technologies ge-
sprochen (vgl. Christensen 1997). Statt einen tseegistierenden Technologiepfad kom-
plett zu verlassen, wird eine schrittweise Entwicl) betrieben. Durch inkrementelle
Innovationen kdnnen auf Anbieter- wie auch Nachdragite Kosten vermieden werden.
Daher ist es kein Zufall, wenn als Ort solcher datmnen Communities identifiziert
werden: Diese bieten einen institutionellen Rahnaem,radikalen Veranderungen entge-
gensteht und jenen Innovationen, die an bereitiextnde Technologien ankniupfen, ein
geeignetes Umfeld. Im Bereich der Nutzerschnitestelist dies gut erkennbar: Mul-
titouchscreens beispielsweise implizieren keinelikeden Bruch mit existierenden Tech-
nologien, sondern stellen nahe liegende Fortentuigjen von breit eingefiihrten Nutzer-
schnittstellen dar. Fir die Anbieter stellt ihr@@uktion keine neue Herausforderung dar,
fur die Nutzer erfordert ihre Nutzung keine Adaptian eine véllig neue Semantik, son-
dern es kann auf bestehendes Know-how zurtickgegrifferden. Den Vorteilen inkre-
menteller Innovationen stehen aber auch Nacht&gegiber: Da kein radikaler Bruch
mit etablierten Nutzungskonzepten vollzogen wirdrden deren Schwachen perpetuiert.

Radikale bzw. disruptive Innovationen bieten nua @hance, die Nachteile etablierter
Technologien komplett zu verwerfen. Solche Umbrlicrenen als Instanzen der Schum-
peter'schen kreativen Destruktion verstanden wefsigh Latzer 2009, S. 602 ff.), wenn
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auch bedacht werden muss, dass Schumpeter in ensiteBasistechnologien betrachtet
hatte. Allerdings gehen jene, die von einem radikddzw. disruptiven Technologiewan-
del sprechen, in der Regel nach wie vor davon dass dieser letztlich in Form von Top-
down-Innovationen stattfindet, also in einem institnellen Rahmen bzw. in einer Com-
munity.

Dem steht das Konzept der Bottom-up-Innovation géger, in dem davon ausgegangen
wird, dass die Innovationsakteure eben nicht zar&g@ommunity gehéren und damit auch
nicht an den entsprechenden institutionellen Rahgebunden sind, sondern dass Bot-
tom-up-Innovationen netzwerkartig ablaufen: Lokarden auf Basis bestehender Infra-
strukturen neuartige Mash-ups entwickelt, die zhetdokalen Erfordernissen und An-

sprichen gentigen sollen und dabei auch mit etelidMutzungsweisen, Standards, Re-
geln u. A. brechen kénnen. Die Eigenart von luKfremogien, durch Vernetzung und

(Neu-)Kombination bestehender Dienste und Anwendangeue Produkte zu ermégli-

chen, erleichtert Bottom-up-Innovationen erhebliZudem lassen sich in Netzwerken

produktive Ressourcen erschlielen, die klassistheovationsakteuren wie staatlichen

Institutionen, akademischen Einrichtungen und Firrtaft) verschlossen sind. Dabei ist

auf ein mogliches begriffliches Missverstandnisziiweisen: Wenn Fiore und andere
Autoren von Community sprechen, ist damit etwaseaesl gemeint als beispielsweise in
der Rede von der Open Source Community — diesetenéss Sicht der Innovationsfor-

schung eigentlich Open Source Network heil3en.

In der Technikfolgenforschung wird haufig das Guilidge-Dilemma (vgl. Collingridge
1980) angefiihrt, wenn auf ein wesentliches Probdkem Vorhersage von Folgen und
Nebenfolgen technischer Innovationen sowie aufRitbleme der Regulierung der tech-
nischen Entwicklung hingewiesen wird: Das Wisseeridie Folgen einer Technologie ist
vor deren Innovation und selbst in der frhen Im@atierungsphase zu gering, als dass
sinnvolle regulatorische Eingriffe mdglich warenarh aber, wenn dieses Wissen vor-
handen ist, kénnen Eingriffe kaum mehr vorgenommwenden, da der eingeschlagene
Technologiepfad zu vertretbaren volkswirtschafeiciKosten nicht mehr verlassen wer-
den kann. Das Collingridge-Dilemma setzt aber veralass die eigentliche technische
Innovation als solche bekannt ist; gerade diesess&iist es aber, das im Zusammenhang
mit Bottom-up-Innovationen nicht verfugbar ist, d& entsprechende Technologie in
sozialen Kontexten entwickelt wird, die sich eiggstematischen Untersuchung oft genug
entziehen. Radikale bzw. disruptive Innovationee,sziale Netzwerke ermdéglichen und
die durch die Eigenschaften hoch vernetzter Badist@ogien zusatzlich geférdert wer-
den, entziehen sich daher weitgehend der Vorwegeattunch die Methoden der TA
ebenso wie der Steuerung durch partizipative Mathpda daftr der institutionelle Rah-
men fehlt.
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PROGNOZOWANIE | REGULOWANIE PROCESOW INNOWACYJNYCH

W SEKTORZE WSZECHOBECNYCH TECHNOLOGII INFO-
KOMUNIKACYJNYCH

Innowacje techniczne z jednej strony magwiera nowe rynki i dostarcgaozwiazan

probleméw zwiazanych z aktualnymi wyzwaniami spotecznymi, z dejigirony narzucaj

jednak réwnie pytania dotycace znaénosci srodowiskowej i/lub socjalnej na krétkich,
srednich i dlugich skalach czasowych. Zadaniem sman@ skutkdéw technologii jest
wskazywanie, mdiwie z wyprzedzeniem, pozytywnych i negatywnyctaorubocznych
skutkdw, po to aby mma bylo w sposéb celowany wspiégozytywne nagpstwa i pozy-
tywne skutki uboczne oraaviadomie tagodzi negatywne oddziatywania danej innowaciji,
a nawet im zapobiegaWarunkiem tego jest jednak po pierwszezlimm$¢ formutowania

w miare spolegliwych twierdz& o przyszitdci, a po drugie, aby dziatania regulacyjne zmie-
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rzajace do zapobiegania negatywnym skutkom, a wspienaozytywnych skutkow znaj-
dowaty swoich adresatow. Na przyktadzie wszechogednzynierii informacyjno-
komunikacyjnej artykut ukazujeze te warunki cgsto nie mog by¢ spetnione. Wynika to z
typéw innowaciji, ktére agto wystpuja w sektorze ICT, jak réwniez tzw. dylematu Col-
lingridge™a. Oba te czynniki obidja spolegliwagé (ufnos¢) prognoz. Ponadto egto dzia-
tania regulacyjne nie znajdugwoich adresatéw, bowiem podsystemy spoteczndgryth
dokonuj sie innowacje, maj coraz mniej wyrane kontury i § juz prawie nieosgigalne dla
klasycznych dziakaregulacyjnych takich jak np. regulacje prawne.

Stowa kluczowe:ocena technologii, wczesne rozpoznanie, badanianmmemvacyjno-
$cia, zaradzanie procesami innowacyjnymi, technologie infokmikacyjne, ubiquitous
computing

FORECASTING AND CONTROL OF INNOVATION PROCESSES
IN THE SECTOR OF UBIQUITOUS INFO-COMMUNICATION
TECHNOLOGIES

On the one hand technological innovations can ereatv markets and can provide for
solutions of current social problems; on the otfiend the can raise questions concerning
environmental and/or social adequacy on short-dhaigd and long-range time scales. In or-
der to strengthen the positive outcomes of innowatiand to reduce or even prevent nega-
tive effects, the task of technology assessmeitt gedict the positive as well as the nega-
tive effects and repercussions of innovations aly @a possible. However, it must be pre-
supposed that first, it must be possible to makedertain extent reliable predications about
the future development and second, that regulat@gsurements in order to strengthen the
positive outcomes of innovations and to reduceveneprevent negative effects will find
their respective addressees. But if one takesng&iance, ubiquitous information and com-
munication technology into account it can be dertrated that those conditions rarely can
be met. This is the result of the types of innavativhich take place in case of ICT as well
as of the so-called Collingridge dilemma. Both fastaduce the reliability of predictions.
Furthermore, regulatory measurements often doindttheir addressees since the borders
of the societal subsystems in which innovation tpleee are blurring and therefore, these
subsystems often cannot be reached with mainstregntatory approaches like laws.

Keywords: technology assessment, foresight, innovation rebgémnovation manage-
ment, information- and communication technologigsguitous computing
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APPLICATION OF CONSTRAINED COST BENEFIT
ANALYSIS TO THE THIRD PARTY RISK CONTROL
AROUND AIRPORTS

Public Safety Zones (PSZ) policy at civil airpaggsecommended by ICAO to protect the
population living or performing activities in airge’ vicinity from the hazard being killed
occasionally by crashing aircraft. Currently it iasked on methodology to evaluate the
individual risk around airports, called Third PaRysk (TPR), using appropriate historical
aircraft accident data and population loss dué¢ont The paper presents how combination
of constrained cost benefit analysis (CBA) with TPRighs the actuarial value of the
number of lives that would be lost in a single dwit against the cost of reducing
population densities through relocation. The basisumption has been that risk always
exists, cannot be reduced to zero and should b#igpeble, transparent, and controllable.
The economic costs are or the costs of removingxisting activity or a percentage of the
value of land-usage development. The benefits imdru risk assessment are usually
proportional to the monetary value of the humaifts éngaged in the activity and to the
individual risk in the specific location where thetivity takes place. The value of statistical
life, economical damage and the degree to whiche#tpmsure to the risk is voluntary are
taken into account. CBA allows to prove the TPR e@alaf PSZ boundaries for airports.

Keywords: Third Party Risk, control, an airport, safety, coaisted cost benefit analysis.

1. INTRODUCTION

The safety of aircraft and their occupants, as aslpeople on the ground, is a very
important concern for aviation policy. Aviation &bent rates have fallen over the years
due to relentless efforts to develop strategiesrduce the occurrence of accidents and
to promote technologies, programs, and practicas éhhance aviation safety. Aviation
accidents are costly to society. Air transport hasome the safest way to travel with 0.37
accidents per million flights in 2011 globally (nsemed in hull losses per million flights
of Western-built jets), the equivalent of one aeaidevery 2.7 million flights. This
represented a 39% improvement compared to 2010n weeaccident rate was 0.61, or
one accident for every 1.6 million flights (Intetimmal Air Transport Association
(IATA), 2012, [1]).

Risk criteria are reference levels that are seiriter to protect people against natural
and man-made hazards. A methodology to assess FPhitgt Risk (TPR) around airports
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tel. + 38 (044) 497 33 54, e-mail: zap@nau.edudarésponding Author).

2 Inna GOSUDARSKA, PhD, assistant of the Chair ofe§aof Human Activities, Institute of Environmehta
Safety, The National Aviation University, al. Cosmaoit Komarov 1, 03058, Kyiv, tel. + 38 (044) 40698
e-mail: gosinna@yandex.ua



204 0. Zaporozhets, |. Gosudarska

has been developed and recommended by CAEP foe usagounding of Public Safety
Zones (PSZ) around specific runways or airports aole [2].

Reason for the discussion can be found in the theat risk has been customarily
considered purely as the probability of the loskfef Third-party risk implies a risk of an
individual on the ground being killed by crashiricceaft. In such a case, the accident is
called a “groundling accident” or “groundling crésand the fatality a “groundling
fatality”. Since most air traffic accidents (abot@% according to [3]) happen around
airports, the concept and assessment of third-pestyhas been mainly focused on areas
around airports. Population densities at theseod&pwere considered through a
constrained cost benefit analysis (CBA). This weitlre actuarial value of the number of
lives that would be lost in a single incident (ial those within so called “crash
consequence area”) against the cost of reducinglatign densities through relocation. In
the given context, the basic assumption has begmitik always exists, cannot be reduced
to zero and should be predictable, transparentcanttollable, as well as quantifiable and
measurable. Economical damage and the degree tthwhe exposure to the risk is
voluntary must be taken into account.

The third-party risk methods/models have been maiskd for decision-making and
policy purposes related to airport development@etations as follows [4]:

a) forecasting risk for an individual in airportcinity to be killed by a crashing
airplane around given airports;

b) zoning around airports (PSZ) by usage of catedlaindividual risk contours
(possible in combination with societal risk valuediich also used by current legacy for
hazard control) and in this way determining theaayenhich should be considered as
dangerous for human activities;

¢) indicating changes in risk contours arising framport development (changes of
arrival or departure trajectories, aircraft flest;).or changes in using PSZ (type of human
activities, vulnerable infrastructure like storag@sdangerous substances, etc).

The implementation of PSZ policy at civil airpoitsbased on a model work carried
out using appropriate aircraft accident data teemheine the level of individual risk to
population, living or performing activities in aofs’ vicinity. By the basis for the policy
of new development or removal within PSZ must sexag-benefit analysis (CBA) [5].

The application of constrained CBA to the determarmaof PSZ in principle requires
the following steps [6]:

1) identify the risk contour corresponding to thmlividual tolerability limit of a
mortality risk of 10" (or other value of risk) per year;

2) at each point outside the™6ontour, but inside the contours of other valuatsles
(10°, 10° 10, etc), compare the benefits from reducing riskngishe appropriate
valuation of statistical life for population lividacting at the points/areas of assessment,
with the costs of removing or prohibiting activitiat that point/area; and

3) designate the PSZ as the area within the contiefined at step 1) together with the
area, in which the benefit, defined at step ireRgeeds the cost.

Land uses with high population concentration ac®impatible with airports activities
because they expose them not only to aircraft nioigealso to risk of property damage
and personal injury (even mortality risk) from a&ft accidents possible to be happened
near airports. New developments within the PSZ @unactivities, vulnerable
infrastructures, etc) will be inhibited in casepsévalence of the inhibition benefits over
the relative costs.
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For example, effective building restrictions esigtéd in Schiphol [16], - “.to
reduce the risk for local residents, houses in garlese to the take-off and landing
runways (where the risk of an accident is the g@sxthave been purchased and
demolished. New houses may not be built in a wiga @around the airport. Close to the
airport, in the area with a safety risk greatenti@° no new buildings may be built for
companies with large numbers of employees, unkessompanies’ business is directly
related to the airport and their activities are rseale (a maximum of 22 persons per
hectare)”.

Existing activities should be able to remain withle PSZ if their removal costs are
greater than the relative benefits. The economitsc@onsidered here, are or the costs of
removing of existing (if a case) activity or a pemtage of the value of land-usage
development (if a case of change of its use). Tdmefits in human risk assessment are
usually proportional to the monetary value of thienan’s life engaged in the activity and
to the individual risk in the specific location wkethe activity takes place.

2. COSTS ESTIMATION

Aviation accidents are costly, because they cauitrgsloss of lives, injuries, property
damage, and substantial monetary costs associaitd hespitalization, accident
investigation and, in certain cases, litigationrcfaft accidents in the vicinity of airports
tend to occur near runway ends (up to 70-80 % @i toumber of accidents) under the
approach and departure flight paths (see white rpapeaccident location data analysis
[7]). The risk of aircraft accidents may increasecase of presence of tall structures,
visual obstructions, and land uses that attradlifél in or near the runway approach and
departure areas, because all of them poses flidétyshazards.

People who live in certain areas near the airpace fgreater risk of exposure to
aviation accidents than those who live far awaymfrairports. Usually community
opposition to growth in airport operations and exgian of airport capacity arises because
people are exposed, first of all, to the adversérenmental impacts of aircraft noise
(leading cause of community opposition) and lodalqaality effects. The constraints
placed by incompatible land uses on airport growttlirectly result in unrealized
economic benefits to surrounding local and regiquradictions.

Incompatible land uses give rise to community offfpzs and physical constraints to
airport development. These have various conseqaeheg ultimately lead to increased
aircraft delays, increased passenger travel timereased development costs, and
increased accident risk. Tableligts the negative consequences and resulting ¢osts
different stakeholders of the presence of incompatand uses around airports [7].

To present for the economic analysis of the consecgs and costs due to
incompatible land uses near airports there ardadblaidifferent analytical tools with their
dependence upon the context and purpose of thgsismarhe main tools among them are
economic valuation and cost-benefit analysis. Taess the economic costs arising from
the presence of incompatible land uses around ré#pthe main tool is economic
valuation. By itself, it is useful for increasingvareness of the costs of incompatible land
uses and gaining support for efforts to promot@aircompatible land use planning.
Economic valuation provides useful information iectsion making - for example, in
weighing the benefits of reducing or avoiding tlusts of incompatible land uses against
the costs of proposed public investments and rémylainterventions to mitigate
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aviation’s environmental effects, prevent the depeient of incompatible land uses, and
promote compatible land use development arounddgpThis can be done within the
framework of CBA.

But economic valuation has also a number of liruted:

1) It requires making numerous assumptions antideefore subject to a number of
uncertainties especially when applied to the emvirent.

2) Economic analysis is geared toward achievinghewuoc efficiency, and policies
maximizing economic efficiency do not necessaigd to a fair outcome when there are
ethical issues to consider.

3) Certain things, including impact on environmezdnnot be valuated by money,
thus application of economic valuation in theseesas limited [8].

Table 1. Consequences and Costs of Incompatible Usad [7]

Consequences Costs
To the aviation system and its users: To the aviation system and its users:
— Delays and constraints to airport — Costs of delays
development, leading to system delays- Litigation and related costs
- Restrictions on aircraft operations, - Increased development costs
leading to system delays and travel time Costs of aviation accidents
penalties

— Constraints to runway approach
protection, leading to runway capacity
constraints and safety risks

— Litigation and related costs

- Increased development costs

- Increased risk of aviation accident from
the presence of tall structures, visual
obstructions and wildlife attractants

To people who live near airports: To people who live near airports:

— Exposure to noise, air contamination | — Costs of noise impacts

— Exposure to aviation accident risk — Costs of exposure to aviation accidents
To surrounding local and regional To surrounding local and regional
jurisdictions: jurisdictions:

— Unrealized economic impacts due to | — Unrealized economic benefits
constraints on airport growth

The CBA of regulatory policies and public investrénan important application of
economic valuation. On enhancing airport land usmpatibility their examples may
include [8]:

* Airport expansion, taking into account the fudists including environmental effects;

* Regulations, policies, and measures to promatgpetible land use planning, taking
into account the full benefits of removing residas on aviation system capacity and
development, as well as reducing or avoiding thposure of third parties to adverse
environmental effects.

To promote efficient policy development and useesiources, the CBA needs to take
into account the wider social costs and benefitgsroposed measures or investments. To
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this extent, the estimation of costs for surrougdiacal and regional jurisdictions is
related to the following hypotheses [6]:

« removal of a building of private ownership (ficftall residences);

« removal of a public building (first of all sch@ahnd other children childcare);

« change of land use (from building site to agtierdl, forestry, any unmanned
activities).

The concept of economic loss due to these hypathissbased on opportunity cost,
which is the consequential cost from the missedoégion of a granted opportunity to
the economic subject, they are shown in Fig. 1if6form of flow diagram for the
valuation of the costs relative to the change of o$ land from building site to
agricultural land.

The difference between the value of building siid as value after the change of use
is called “development value”. Development landidgfly has a value that is very much
greater than agricultural land. Therefore inhilgtatevelopment on a piece of land greatly
reduces its value. However, it does not follow thhé social cost of inhibiting
development on a specified piece of land is thé delvelopment value of the land,
because it may depend on what substitute piecésndfare available, or can be made
available.lt has been assumed that the opporteoiy of inhibiting of new development
is a percentage (a representative value is 10% 2frigf the land’s development value.

Figure 1. Opportunity cost related to the remov¥girovate and public building [6]
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Figure 2 Opportunity cost related at the changesefof land [6]

VALUE OF MARKET OF
THE BUILDING SITE
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DEVELOPMENT VALUE
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CHANGE OF THE LAND USE

Table 2 shows the contributions to the opportunitgts (the value of what is lost).
The value depends crucially on what buildings dmeaady on the land, and, if there are no
buildings already on the land, on what buildingsuldootherwise be permitted (for safety
reasons the land may be forgone — it becomes a&cubf ‘opportunity cost’). The
category of land for which it is most difficult tlue the opportunity cost of inhibiting
development is land on which development would é&enitted if it were not for the PSZ

(category (c) in Tab. 2).

Table 2. Components of value of forgoing use of Igjd

Development present or permitted

Value of what woul be foregone
if use of land ceased, except for
agriculture

(a) Occupied buildings

(1) Value of land and buildings
(2) Any “occupiers' surplus”

(b) Unoccupied buildings

Value of land and buitghn

(c) No buildings, but development permitted Opportunity cost of not using lan

for its permitted purpose

o

(d) No buildings, and development not permitted| Nothing
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3. BENEFITS ESTIMATION

The benefits related to the removal or to the iiloib of a generic activity are
considered in relationship to the costs relatedh# individuals' death involved in the
activities and to the value of individual risk metspecific location taken by activity. Then
the benefit is expressed as expected value.

Mortality is defined as the fraction of fatalitiesnongst the exposed population. For
some event types, mortality will be well predicablithout further extensive modelling:
For example for airplane crashes the mortality aggbpersons on the ground within the
area affected by airplane crash proves to be velgtconstant [9]. For other event types,
mortality shows larger variation over differentgim events, due to their dependence on
various event-specific variables. In order to eatemloss of life due to a certain event,
usually a mortality fraction is determined.

It has been observed that the existing approachkfe @stimation in different fields
include the following similar steps, which correadoto the elements in the right hand
side of Fig. 3 [10]:

1. Assessment of physical effects associated \mithctitical event and the extent of
the area affected by these effects;

2. Determination of the number of exposed persanthé affected area, taking into
account possibilities for warning and evacuation;

3. Estimation of the mortality amongst the expopegulation as a function of the
mentioned effects.

In the context of quantitative risk analysis, cansences are generally expressed in
terms of expected economic damage or loss of 11§. [The corresponding framework is
proposed in Fig. 4. As a starting point, an unaesievent with physical effects)(is
assumed to occurx is a general vector signifying the event's intgnsivhich is
represented by the physical effects, such as atiae of effects, concentration, etc.

The number of persons exposed will depend on tiebieu of persons preselpar(X)
(“people at risk” or persons within reach of theygibal effects before event) in the
affected area and the fraction of persons thatheilbble to evacuat&g(x)), both depend
on x. Event-specific mortality is generally determinbg means of so-called dose-
response relations, which determine mortalfy)(as a function of the physical effects.
Then the number of fatalitiedl) is now found as follows [12]:

N(X) = FD (X)(1- Fe (X))NPAR (X).
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Figure 3. Evolvement of a critical event and stepssk analysis [10]
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In general case the number of persons exposedeteffacts of the particular event

(Nexp) may be found by first correcting the populatiamisk for the number of evacuated
persons:

Nexe = (1— Fe (X))Npar (X).
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Here, the probability for successful evacuafig(x) describes the fraction of people at
risk Npar that are able to leave the affected area, beforalitions become potentially
harmful [12]. This, however, is not quite approgeiafor airport third party risk
assessment.

The value of the risk at any location is proporéibio the absolute individual risk
level, sayr (If the value of statistical life doesn’t vary withe absolute risk). Let the
average number of occupants per dwellinghband let the value of statistical life k€in
current investigations taken as 1.000.000 €). Tthervalue of the statistical lives of the
occupants of the average housenisand if the activity is located on risk contayrthe
annual value of the risk iswvr. If this risk is maintained fom years (in current
investigations taken as 30 years), and the disaat@tfor future costs and benefitgliéin
current investigations taken as 3.5 % per yeaé) pitesent value of the benefit from the
risk is:

1
ey @
1
1+d

Thus the risk is mostly depends on how much the demgity which the people
occupy the territory and the hours in one day and thaoeu of days in one year when the
presence of the n individuals is verified inside the sjeadtivity.

Risk value n[v (¢
1

4. UKRAINIAN AIRPORTS CASE STUDY

The approach, explained in this document, was implemeiotethe case of PSZ
policy in airports of Ukraine. Aircraft accidents might ihwe sensitive or high-density
land-uses, such as schools, hospitals or places of adgsembUkraine, for all
development and activities outside thé* 18k contour PSZ policy should be based on the
relevant cost-benefit balance.

The average price of agricultural land in Ukraine is 0.0¥H min per hectare, and
that of housing development land is 2.69 UAH min (all prifmesUkrainian case study
relevant to 2009). If it is assumed that existing houses bé&rainian airports have a
density of 23.4 houses per hectare, and that theiagegarice is 1.85 UAH min, then the
average value of a hectare of land with existing housegual to 43.33 UAH mIn. The
opportunity cost of ceasing to use the houses woulddse than the value of the houses,
or 50.92 UAH min. The average value of a piece ofcaiural land of the same size as
the average house plot is 13,600 UAH divided by the geehmusing density of 23.4
houses per hectare, or 581 UAH. The average valaehofuse plot is 115,160 UAH. It is
assumed that the social opportunity cost of inhibiting hguiin PSZ reasons is 10% of
the development value (see Fig. 4.1), then this opporteoiy would be 11,560 UAH.
The average value of an unoccupied house is 1.85 UAH Tie average opportunity
cost of ceasing to use an occupied house, includin@pdbeeholders' surplus, would be
more than the value of the house, or 2.18 UAH min.isAportant conclusion from the
cost data is that because the opportunity cost of forghmgse of developed land is very
different from that of undeveloped land, it is reasonablexXpect that on cost benefit
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grounds a consistent PSZ policy would impose differenticéstris on different land
categories.

It is assumed that each dwelling near airports containshonsehold with average
densities of human occupation is 2.65 persons. So, the ghhktatistical life is 9.75 UAH
min, the value of the statistical lives of the people livingha average dwelling in the
neighbourhood of airports in Ukraine is 25.83 UAH mimisTis much larger than the
average value of the dwelling itself, which is 1.85 UAHhnBo, the principal benefit
from the reduction of third party risks near airports sakiee form of reductions in
casualties rather than reductions in property damage.espmndingly, if risks were
increased, the number of casualties would be increadee.v@lue of avoidance of
property damage can be regarded as negligible.

With d = 3.5% andm = 30, the term in large brackets on the right-hand side o
equation (3.1) is equal to 19.04. Therefore, with theieslofn andv used above, the
value of the stream of risks to the occupants of theageehouse on contouiis 491.76
UAH min. So, the present value of the risk per house ldciside the 18 contour is
49.176 UAH.

The benefits from inhibiting an activity at a specified locatmite the form of reduced
risk. The value of risk reduction for a single persorspne for 24 hours per day on risk
contourr is given by equation (3.1) with set to 1. This is evaluated with the parameters
v, d, andm (9.75 UAH min, 3.5% per year, and 30 years respegjivaehtd the value of
risk reduction for a single person on risk contoig 185.57UAH min. If the density of
persons present at that location, averaged over the 24daguisp persons per hectare,
the value of risk reduction per hectare on risk contoigr 185.57p UAH min. So, the
benefit of inhibiting activity is proportional fpandr.

In the case of housing, the average vabigp near airports is the product of the
number of persons per house and the number of Bqesehectare, which was assumed
above to be 2.65 x 23.4, or 62.0 persons per he@arethe average benefit of inhibiting
or removing housing near Ukrainian airports on risk coentois 11.51 UAH min per
hectare. Inside the TQrisk contour this is 1.15 UAH min per hectare; inside th risk
contour it is 115,054 UAH per hectare. The same bendithi@ctare would apply to any
other land use or activity near airports in Ukraine that thedsame average density of
persons present as housing (62.0 per hectare), the lmwefits would apply to lower
densities, and higher benefits to higher densities.

The cost of inhibiting or removing activities is the opportyebst of forgoing the use
of the land, the components of which were shown. Al twusing, this opportunity cost
depends crucially on what buildings are already on the lgor any existing activity with
a density of occupation of the same order of magnitugl¢hat of housing, such as
employment, the value of the buildings and any 'occuarglus' would almost certainly
exceed 1.15 UAH min per hectare. Therefore the oppitytaast of their removal would
exceed the benefits, even if they were located instikaontour 1d. For activities with
lower densities of occupation the value of the buildings triighreduced somewhat, but
then the benefits of their removal would also be lowettheaocost-benefit ratio might be
rather similar; the same argument would also apply in sevey activities with higher
densities. Therefore, for all existing development within B8duld be permitted to
remain, with the exception of that within the1€ontour. Moreover, at most airports the
10* contours are so close to the runways that new develapwmithin these contours
should be inhibited. The values of existing buildings locatetwéen 10 and 10
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contours are much greater than the benefits of theioval. The benefits of inhibiting
development as shown above were to be proportional toatleeage density of
occupation,p, and therefore inhibiting low density activities would have |safety
benefits.

Transport links commonly pass close to airports. For andfle wide, six-lane
motorway operating near capacity with 2,000 vehicles pe [ger hour, assuming that
each vehicle carries an average of 1.5 persons andsnaiv80 kilometres per hour, the
average density of human occupation is 56 personsguéarke. By chance, this is close to
the 62.0 persons per hectare as calculated above feingoT he person-flow on such a
motorway is 18,000 persons/hour in both directions condbiwhich is of the same order
of magnitude as that of a high-density passenger naillvéollows that the safety benefits
of removing either motorways or railways would be of #@me order as those of
removing housing that is about 117,900 UAH per hectaidérthe 10 contour, and 1.18
UAH min per hectare inside the 1@ontour. Transport terminals have higher densities of
human occupation than transport links, and therefore géheflts per hectare of reducing
risk are higher.

New development within the PSZ should be inhibited. Indbetext of PSZs, the
activities with low average densities of human occupatiorh ascong-stay car parking
and warehouses, and surface transport links shouldgbained.

5. CONCLUSIONS

The conclusions from the application of constrained CBAP&Z policy are the
following:

1) CBA may be used as a basis of an original methogldlogrder to define PSZ
policy, which must support Third Party Risk (TPR) contouicdations, which are
necessary for PSZ boundaries assessment;

2) there is a strong principal requirement for PSZ policyetnove existing housing
and other development occupied by third parties for a pigiportion during the day
within the 10" individual risk contours. It is estimated that a quite valuabimber of
properties within this contour are possible in airports withhfliintensity close to their
operational capacity, but some specific issues on subjexffexted by aircraft accident
risk airports closely to their runways is possible also;

3) removing existing housing outside thé*ifdividual risk contour is still unusual;

4) inhibiting new housing, so as non-housing, developmencluding transport
terminals, as far as the 10ndividual risk contour, but not beyond, may be a principle
requirement of the PSZ policy. An exception to that tlisra case for allowing new
development with a low density of human occupation, @extaver the day, within the
10° and up to the Ibindividual risk contour. This might include long stay carkjey
and warehousing;

5) permitting extensions to existing houses within théih@ividual risk contour, may
be a principle requirement of the PSZ policy;

6) removing non-housing existing development outside tHardividual risk contour
was not proved by any CBA research;

7) there is no case for diverting existing transport linkarnairports. Low cost
measures to prevent vehicles from routinely coming teaadswithin the 18 contour
might well be worthwhile, if not already adopted.



214 0. Zaporozhets, |. Gosudarska

REFERENCES

[1l] GLOBAL ACCIDENT RATE Reaches New Low - Regional Challeag Remain
(http://www.iata.org/pressroom/pr/pages/2012-03BQGspx)

[2] AIRPORT PLANNING MANUAL. Part 2. Land Use andn@ronmental Control. -
Montreal, Canada, ICAO Doc. 9184-AN/902/2, 3-rd 280Q3. — 35p.

[8] STATISTICAL SUMMARY OF COMMERCIAL JET AIRPLANE ACCIDENTS:
Worldwide Operations 1959 — 2005, Boeing Commemkigdlanes, USA, 2006.

[4] F.NETJASOV, M. JANIC. A Review of the Research on Rigkl Safety Modelling in Civil
Aviation. Third International Conference on Resedrchir Transportation FAIRFAX, VA,
USA, 1-4 June 2008

[5] EVANS AW., FOOT P.B., MANSON S.M., PARKER |.G., SLAREK. (1997) -Third
Party Risk Near Airports and Public Safety Zone Policy - National Air Traffic Services
Limited - R&D - Report 9636.

[6] DISTEFANO N. LEONARDI S BUSCEMA D. Proposal of a metlodogy for airport public
safety zones policy. 4th International SIIV Congre$zalermo (Italy), 12-14 September 2007.

[71 7. ANALYSIS OF AIRCRAFT OVERRUNS AND UNDERSHOOTS for Ruaw Safety
Areas. ACRP Report 3, TRANSPORTATION RESEARCH BOARD, WASBITON,
D.C.,2008.

[8] THE ENVIRONMENTAL COSTS OF AVIATION. Parliamentary e of Science and
Technology/Postnote, No 207, November 2003.

[9] PIERS MA, LOOG MP, GIESBERTS MKH, MOEK G. Couwenbergi¥ Smeets MCJ, the
development of a method for the analysis of sociatal individual risk due to aircraft
accidents in the vicinity of airports, NLR CR 9337292.

[10] JONKMAN S.N., LENTZ A. Propositions for loss-ofdif modelling in risk assessment?
Paper-draft, 2006.

[11] JONKMAN S.N., VAN GELDER P.H.A.J.M., VRIJLING J.K. Aoverview of risk measures
for loss of life and economic damage, Journ. Ozaddous Material A99, 2003, pp.1-30.

[12] LENTZ A., RACKWITZ R. Loss-of-Life Modelling in Risk Aceptance Criteria. Proc.
PSAM7 — ESREL '04, Berlin, 14-18 June 2004: 1924-1%&inger-Verlag, London, 2004.

[13] Risk Criteria for Land-use Planning in the Vicinitf ajor Industrial Hazards. Health and
Safety Executive, London, HMSO, 1989.

[14] HOUSING STATISTICS 2004. Housing Data and Statistidizision / Department for
Communities and Local Government , London, Decer2bénd.

[15] Housing Statistical Release: House Price Index uaian2012 / Department for Communities
and Local Government, March 2012, ISBN: 978-1-4098333.

[16] Amsterdam Airport SchipholGovernment white pap&0@):

See http://www.schipholbeleid.nl/download/161026@6inetsstandpunt_eng.pdf

ANALIZA KOSZTOW | KORZY SCIW KONTEK SCIE KONTROLI RYZYKA
0OSOB TRZECICH NA TERENIE PORTOW LOTNICZYCH

Niniejsza publikacja przedstawia metodolpgioceny ryzyka os6b trzecich
przebywajcych na terenie portéw lotniczych, rekomendoavaprzez Organizagj
Miedzynarodowego Lotnictwa Cywilnego, dotyca zakazu lotéw w strefie
bezpieczastwa publicznego w przypadku konkretnych pasowteigich oraz portéw
lotniczych jako catéci. Ryzyko to dotyczy osob indywidualnych, ktére magract zycie
w wyniku wypadku lotniczego. W niniejszej analizestata uwzgidniona liczba oséb
znajdupcych sé we wspomnianych portach lotniczych. Ukazuje onatevé aktuarialn
(ubezpieczeniow) w przypadku oséb, ktére mogtyby stragycie w wyniku ewentualnego
wypadku lotniczego w odniesieniu do kosztow gaminych z przemieszczeniem tych oséb
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do innego portu. W tym kontétie gtdwne zalgenie dotyczylo tego,ziryzyko istnieje
zawsze i nie mee by zredukowane do zera, ale powinno onc lprzewidywalne,
przejrzyste i kontrolowane, a tak wymierne i meliwe do oszacowania. Zagadnienie to
jest istotne zaréwno ze waglu na bezpieczstwo statkdw powietrznych i ich pasadw,
jak réwniez ze wzgkdu na ludzi na ziemi. Natg pamktat, ze wypadki lotnicze $
kosztowne dla spotecastwa i konieczne jest podejmowanie wszelkich daiala celu
zapobiegania im. W ggu ostatniego roku liczba wypadkéw lotniczych spadt powodem
Sa opracowywane i wdeane strategie ogranicaag maliwosci wystpienia wypadku, jak
réwniez promowanie technologii, programéw i praktyk zkszapcych bezpieczestwo.

Stowa kluczowe:ryzyko 0s6b trzecich, kontrola, port lotniczy, pexzéstwo, analiza
kosztéw i korzyci
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