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1. Introduction

All through this paper, R will always denote an associative prime ring, unless other-
wise mentioned and Z(R) denotes the center of R. For any x, y ∈ R, the commutator
xy − yx is denoted by the symbol [x, y]. It is well-known that a ring R is said to be
prime if for any a, b ∈ R; aRb = (0) implies either a = 0 or b = 0 and it is called
semiprime if aRa = (0) implies a = 0. By a multiplicative derivation, we mean a map-
ping δ : R → R (not necessarily additive) satisfying the relation δ(xy) = δ(x)y+xδ(y)
for all x, y ∈ R. If δ is necessarily additive, then it is called a derivation. Therefore
every derivation is a multiplicative derivation but the converse is not generally true;
for example, let R = C[0, 1] be the ring of all continuous (real or complex valued)
functions and define a map δ : R → R such that

δ(f)(x) =

{
f(x) log |f(x)|, when f(x) ̸= 0

0, otherwise.
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An additive mapping F : R → R is called a generalized derivation if there ex-
ists a derivation δ of R such that F (xy) = F (x)y + xδ(y) for all x, y ∈ R. Then
it is natural to think of the unified notion of generalized derivation and multiplica-
tive derivation. Recently, Dhara and Ali [7] introduced a mapping called multi-
plicative (generalized)-derivation viz., a mapping F : R → R is called a multi-
plicative (generalized)-derivation if there exists a function f : R → R such that
F (xy) = F (x)y + xf(y) for all x, y ∈ R, where F and f are not necessarily additive.
However, these mappings appeared first time in a paper by Gusić [9]. Later on it is
figured out that the associated function of a multiplicative (generalized)-derivation is
a multiplicative derivation (see [6]).

During the last six decades there have been many results showing that the global
structure of a ring is often tightly connected with the behaviour of additive and
multiplicative mappings defined on it (see [2], [9], [10], [11], [12], [13]). In 1957, Posner
[11] initiated the study of identities involving derivations that ensure commutativity.
More precisely, the classical Posner’s second theorem states that a prime ring must
be commutative if it admits a non-zero derivation d satisfying d(x)x− xd(x) ∈ Z(R)
for all x ∈ R. In this direction, Ashraf and Rehman [3] examined the commutativity
of a prime ring R admitting a non-zero derivation d that satisfies any one of the
conditions: d(xy) ± xy ∈ Z(R), d(xy) ± yx ∈ Z(R) and d(x)d(y) ± xy ∈ Z(R) for
all x, y ∈ I, a non-zero ideal of R. These results have been proved for generalized
derivations in [4]. In [1], Albaş proved the following theorem: Let R be a prime ring
with char(R) ̸= 2. If R admits a generalized derivation F with associated derivation
d satisfying F ([x, y]) = [F (x), F (y)] or F ([x, y]) = [F (y), F (x)] for all x, y ∈ R, then
either R is commutative or d = 0 or d = 1id or d = −1id, where 1id is the identity
map of R. Very recently, Huang [10] explored the commutativity of prime rings with
specific additive mapping F that satisfy the following identities: (i) F (xy) ± xy ∈
Z(R), (ii) F ([x, y]) ± [F (x), y] ∈ Z(R), (iii) F ([x, y]) ± [F (x), F (y)] ∈ Z(R), (iv)
[F (x), y] ± [x, F (y)] ∈ Z(R). Moreover, it would also be interesting and general to
investigate the commutativity of prime and semiprime rings with various types of
multiplicative derivations. Gusić [9] proved that if F is a multiplicative (generalized)-
derivation of a prime ring R associated with a non-zero mapping d and I is a non-
zero ideal of R such that F (xy) = F (y)F (x) for all x, y ∈ I, then R is commutative.
In 2013, Dhara and Ali [7] collected information about the commutative structure
of prime and semiprime rings admitting multiplicative (generalized)-derivations that
satisfy any one of the conditions: (i) F (xy)±xy ∈ Z(R), (ii) F (xy)±yx ∈ Z(R), (iii)
F (x)F (y)±xy ∈ Z(R), (iv) F (x)F (y)± yx ∈ Z(R). In the same line of investigation,
Ali et al. [2] obtained many structural results of prime and semiprime rings. Recently,
Dhara and Pradhan [8] studied the following left annihilator conditions: (i) a(F (xy)±
xy) = 0, (ii) a(F (xy)±yx) = 0, (iii) a(d(x)F (y)±xy) = 0, (iv) a(d(x)F (y)±yx) = 0,
(v) a(F (x)F (y) ± xy) = 0, (vi) a(F (x)F (y) ± yx) = 0 for all x, y ∈ I, where F is
a generalized (multiplicative)-derivation, d is the associated multiplicative derivation
and I is a non-zero ideal of a prime ring R.

It is known that every noncentral Jordan ideal and every noncentral square-closed
Lie ideal of a 2-torsion free semiprime ring R contains a non-zero ideal of R (see [13],
[14] resp.). Therefore, in this view it is the optimal case to study certain algebraic
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identities over one-sided ideals of rings. In the present paper, motivated by Huang
[10] and Dhara and Pradhan [8], we study a number of central valued conditions with
multiplicative (generalized)-derivations on one-sided ideals of prime rings and obtain
the commutativity of R.

2. Preliminary Results

The following basic commutator identities are useful in the sequel.

[xy, z] = x [y, z] + [x, z] y, [x, yz] = y [x, z] + [x, y] z.

We begin our discussion with the following basic lemmas that will be frequently used
in our results.

Lemma 2.1 ([10], Lemma 2). Let R be a prime ring. Then for some 0 ̸= a ∈ Z(R),
if ab ∈ Z(R), then b ∈ Z(R). In particular, if ab = 0, then b = 0.

Lemma 2.2 ([5]). Every prime ring R having a non-zero one sided commutative ideal
is commutative.

Lemma 2.3. Let R be a prime ring and I be a non-zero left (resp. right) ideal of R.
If for any a, b ∈ R, aIb = (0), then either a = 0 or Ib = (0) (resp. aI = (0) or b = 0).

Proof. Since R is a prime ring, this fact can be easily obtained.

Lemma 2.4. Let R be a ring and δ be a multiplicative derivation of R. Then
δ(Z(R)) ⊆ Z(R).

Proof. It is trivial to observe that δ(0) = 0. Now let c ∈ Z(R) be any element.

δ(xc) = δ(x)c+ xδ(c) and δ(cx) = δ(c)x+ cδ(x).

Combining these both expressions, we get [δ(c), x] = 0 for all x ∈ R. Hence δ(c) ∈
Z(R) for all c ∈ Z(R).

Lemma 2.5. Let R be a prime ring and ϱ be a non-zero right ideal of R. If there exists
a ∈ R such that aϱ ̸= (0) and a[x, y] ∈ Z(R) for all x, y ∈ ϱ, then R is commutative.

Proof. Let us assume that a[x, y] ∈ Z(R) for all x, y ∈ ϱ. It means [a [x, y] , r] = 0
for all x, y ∈ ϱ and r ∈ R. It implies that

a [[x, y] , r] + [a, r] [x, y] = 0, ∀ x, y ∈ ϱ, r ∈ R.

Take yx instead of y in above relation to obtain a [x, y] [x, r] = 0 for all x, y ∈ ϱ and
r ∈ R. It implies that a [x, y]R [x, r] = (0) for all x, y ∈ ϱ and r ∈ R. Thus for each
x ∈ ϱ, either a [x, ϱ] = (0) or x ∈ Z(R). Therefore in each case we have

a [x, y] = 0, ∀ x, y ∈ ϱ.

Take xs for x in last expression, where s ∈ R, we get ax [s, y] = 0. Since aϱ ̸= (0), by
Lemma 2.3, it is straightforward to find that ϱ ⊆ Z(R). Hence R is commutative, by
Lemma 2.2.
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Lemma 2.6. Let R be a prime ring and ς be a non-zero left ideal of R. If σ : R →
R is a ring automorphism such that σ([x, y]) ∈ Z(R) for all x, y ∈ ς, then R is
commutative.

Proof. Let us assume that σ([x, y]) ∈ Z(R) for all x, y ∈ ς. It implies that

[σ([x, y]), r] = 0, ∀ x, y ∈ ς, r ∈ R.

Take xy for y in this equation, we find

[σ(x), r] [σ(x), σ(y)] = 0, ∀ x, y ∈ ς, r ∈ R.

Replace r by sr such that s ∈ R in the above expression, we obtain

[σ(x), s]R [σ(x), σ(y)] = (0), ∀ x, y ∈ ς, s ∈ R.

It implies that for each x ∈ ς, either [σ(x), σ(ς)] = (0) or σ(x) ∈ Z(R). Hence
[σ(x), σ(y)] = 0 for all x, y ∈ ς. In view of Lemma 2.2, R is commutative.

3. Main Results

Theorem 3.1. Let R be a prime ring and ϱ be a non-zero right ideal of R. Suppose
that R admits multiplicative (generalized)-derivations (F, f) and (G, g) such that one
of f and g is non-vanishing on Z(R). If there exists a ∈ R such that aϱ ̸= (0), then
the following assertions are equivalent:

(i) a([F (x), y]± [x,G(y)]) ∈ Z(R) for all x, y ∈ ϱ.

(ii) a(F ([x, y])± [G(x), y]) ∈ Z(R) for all x, y ∈ ϱ.

(iii) a(F ([x, y])± [x,G(y)]) ∈ Z(R) for all x, y ∈ ϱ.

(iv) R is commutative.

Proof. (i) ⇒ (iv) : Let us first assume that

a([F (x), y] + [x,G(y)]) ∈ Z(R), ∀ x, y ∈ ϱ. (3.1)

In case (0) ̸= f(Z(R)), we choose c ∈ Z(R) such that 0 ̸= f(c) and replace x by xc
in (3.1) to get

a([F (x), y] + [x,G(y)])c+ a [xf(c), y] ∈ Z(R), ∀ x, y ∈ ϱ.

Eq. (3.1) gives a [xf(c), y] ∈ Z(R) for all x, y ∈ ϱ. Since f is a multiplicative derivation
(see [6, Lemma 2]), in view of Lemma 2.4, it follows that a [x, y] f(c) ∈ Z(R) for all
x, y ∈ ϱ. Applying Lemma 2.1, it implies that a [x, y] ∈ Z(R) for all x, y ∈ ϱ. By
Lemma 2.5, R is commutative.
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Let us now assume that 0 ̸= g(Z(R)). Then we choose c′ ∈ Z(R) such that
0 ̸= g(c′). Substitute yc′ in place of y in (3.1) to find

a([F (x), y] + [x,G(y)])c′ + a [x, yg(c′)] ∈ Z(R), ∀ x, y ∈ ϱ.

It implies a [x, y] g(c′) ∈ Z(R) for all x, y ∈ ϱ. With similar computations as in the
case (0) ̸= f(Z(R)), we get the conclusion.

Notice that if (G, g) is a multiplicative (generalized)-derivation, then so is
(−G,−g). Thus by taking (−G,−g) in place of (G, g) in the above proof, we get
the same outcome with the identity a([F (x), y]− [x,G(y)]) ∈ Z(R) for all x, y ∈ ϱ.

(ii) ⇒ (iv) : Let us assume that

a(F ([x, y]) + [G(x), y] ∈ Z(R), ∀ x, y ∈ ϱ. (3.2)

Choose c ∈ Z(R) such that 0 ̸= f(c), take yc for y in (3.2) we get

a(F ([x, y]) + [G(x), y])c+ a [x, y] f(c) ∈ Z(R), ∀ x, y ∈ ϱ.

It implies that a [x, y] f(c) ∈ Z(R) for all x, y ∈ ϱ. Since f is a multiplicative deriva-
tion, in view of Lemma 2.4 and Lemma 2.1, we find that a [x, y] ∈ Z(R) for all x, y ∈ ϱ.
By Lemma 2.5, we get the conclusion.

We now assume that 0 ̸= g(Z(R)). Then we choose c′ ∈ Z(R) such that 0 ̸= g(c′).
Substitute yc′ in place of y in (3.2), we obtain

a(F ([x, y]) + [G(x), y])c′ + a [x, y] f(c′) ∈ Z(R), ∀ x, y ∈ ϱ.

Using the hypothesis, we get

a [x, y] f(c′) ∈ Z(R), ∀ x, y ∈ ϱ. (3.3)

Substitute xc′ in place of x in (3.2), we find that

a(F ([x, y]) + [G(x), y])c′ + a [x, y] f(c′) + a [xg(c′), y] ∈ Z(R), ∀ x, y ∈ ϱ.

Using the hypothesis, we get

a [x, y] f(c′) + a [xg(c′), y] ∈ Z(R), ∀ x, y ∈ ϱ. (3.4)

Eq. (3.4) and (3.3) gives a [xg(c′), y] ∈ Z(R) for all x, y ∈ ϱ. Since g is a multiplicative
derivation, we find a[x, y]g(c′) ∈ Z(R) for all x, y ∈ ϱ. Thus, it follows that a [x, y] ∈
Z(R) for all x, y ∈ ϱ. By Lemma 2.5, we get the conclusion. In the same way, we get
the desired result with a(F ([x, y])− [G(x), y]) ∈ Z(R) for all x, y ∈ ϱ.

(iii) ⇒ (iv) : Let us consider the situation

a(F ([x, y]) + [x,G(y)]) ∈ Z(R), ∀ x, y ∈ ϱ. (3.5)

In case (0) ̸= f(Z(R)), we choose c ∈ Z(R) such that 0 ̸= f(c) and replace x by xc
in (3.5) to get

a(F ([x, y]) + [x,G(y)])c+ a [x, y] f(c) ∈ Z(R), ∀ x, y ∈ ϱ.
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Eq. (3.5) gives [x, y] f(c) ∈ Z(R) for all x, y ∈ ϱ and c ∈ Z(R). Since f is a multi-
plicative derivation, we find a [x, y] ∈ Z(R) for all x, y ∈ ϱ. Thus R is commutative,
by Lemma 2.5.

Let us now assume that (0) ̸= g(Z(R)). Then we choose c′ ∈ Z(R) such that
0 ̸= g(c′). Substitute yc′ in place of y in (3.5), we find

a(F ([x, y]) + [x,G(y)])c′ + a [x, y] f(c′) + a [x, yg(c′)] ∈ Z(R), ∀ x, y ∈ ϱ.

Using the hypothesis, we get

a [x, y] f(c′) + a [x, yg(c′)] ∈ Z(R), ∀ x, y ∈ ϱ. (3.6)

Substitute xc′ in place of x in (3.5), we find that

a(F ([x, y]) + [x,G(y)])c′ + a [x, y] f(c′) ∈ Z(R), ∀ x, y ∈ ϱ.

Using the hypothesis, we get

a [x, y] f(c′) ∈ Z(R), ∀ x, y ∈ ϱ. (3.7)

Eq. (3.6) and (3.7) gives a [x, y] g(c′) ∈ Z(R) for all x, y ∈ ϱ. Since g is a multiplicative
derivation, a [x, y] ∈ Z(R) for all x, y ∈ ϱ. In view of Lemma 2.5, R is commutative.
In the same way, we get the desired conclusion from a(F ([x, y]) − [x,G(y)] ∈ Z(R)
for all x, y ∈ ϱ.

Corollary 3.2. Let R be a prime ring and I be a non-zero ideal of R. Suppose that
R admits multiplicative (generalized)-derivations (F, f) and (G, g) such that one of f
and g is non-vanishing on Z(R). For some 0 ̸= a ∈ R, the following assertions are
equivalent:

(i) a([F (x), y]± [x,G(y)]) ∈ Z(R) for all x, y ∈ I.

(ii) a(F ([x, y])± [G(x), y]) ∈ Z(R) for all x, y ∈ I.

(iii) a(F ([x, y])± [x,G(y)]) ∈ Z(R) for all x, y ∈ I.

(iv) R is commutative.

Proof. The proof is straightforward.

Theorem 3.3. Let R be a prime ring and ς be a non-zero left ideal of R. Suppose
that R admits multiplicative (generalized)-derivations (F, f), (G, g) and a ring auto-
morphism σ such that one of f and g is non-vanishing on Z(R). Then the following
assertions are equivalent:

(i) σ ([F (x), y]± [x,G(y)]) ∈ Z(R) for all x, y ∈ ς.

(ii) σ (F ([x, y])± [G(x), y]) ∈ Z(R) for all x, y ∈ ς.

(iii) σ (F ([x, y])± [x,G(y)]) ∈ Z(R) for all x, y ∈ ς.
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(iv) R is commutative.

Proof. (i) ⇒ (iv) : Let us consider the situation

σ ([F (x), y] + [x,G(y)]) ∈ Z(R), ∀ x, y ∈ ς. (3.8)

In case (0) ̸= f(Z(R)), we choose c ∈ Z(R) such that 0 ̸= f(c) and replace x by cx
in (3.8) to get

σ ([F (x), y] + [x,G(y)])σ(c) + σ ([xf(c), y]) ∈ Z(R), ∀ x, y ∈ ς. (3.9)

Eq. (3.9) gives that σ ([xf(c), y]) ∈ Z(R) for all x, y ∈ ς. In view of Lemma 2.4, we
have σ([x, y])σ(f(c)) ∈ Z(R) for all x, y ∈ ς. Since 0 ̸= f(c) and σ is injective, so
σ(f(c)) ̸= 0. It follows from Lemma 2.1 that

σ([x, y]) ∈ Z(R), ∀ x, y ∈ ς. (3.10)

By Lemma 2.6, R is commutative.
We now assume that (0) ̸= g(Z(R)). Let us choose c′ ∈ Z(R) such that 0 ̸= g(c′).

Replace y with c′y in (3.8), we get

σ ([F (x), y] + [x,G(y)])σ(c′) + σ([x, yg(c′)]) ∈ Z(R), ∀ x, y ∈ ς.

Using the hypothesis, we obtain σ([x, yg(c′)]) ∈ Z(R) for all x, y ∈ ς. In view of
Lemma 2.4, we have

σ([x, y])σ(g(c′)) ∈ Z(R), ∀ x, y ∈ ς.

Since 0 ̸= σ(g(c′)), we get σ([x, y]) ∈ Z(R) for all x, y ∈ ς. In view of Lemma 2.6, we
get our conclusion. In the same way, we get commutativity of R from the condition
σ([F (x), y]− [x,G(y)]) ∈ Z(R) for all x, y ∈ ς.

(ii) ⇒ (iv) : We now assume that

σ (F ([x, y]) + [G(x), y]) ∈ Z(R), ∀ x, y ∈ ς. (3.11)

Choose c ∈ Z(R) such that 0 ̸= f(c), take yc for y in (3.11) in order to obtain

σ (F ([x, y]) + [G(x), y])σ(c) + σ ([x, y])σ (f (c)) ∈ Z(R), ∀ x, y ∈ ς.

Eq. (3.11) gives σ ([x, y])σ (f (c)) ∈ Z(R) for all x, y ∈ ς. By same reasoning as above,
we have σ ([x, y]) ∈ Z(R) for all x, y ∈ ς. By Lemma 2.6, R is commutative.

Assume that (0) ̸= g(Z(R)). By our assumption there exists c′ ∈ Z(R) such
that 0 ̸= g(c′). Replace y by yc′ in (3.11), we get σ (F ([x, y]) + [G(x), y])σ (c′) +
σ ([x, y])σ (f (c′)) ∈ Z(R) for all x, y ∈ ς. By the given hypothesis, we have
σ ([x, y])σ (f (c′)) ∈ Z(R) for all x, y ∈ ς. Take xc′ instead of x in (3.11) and us-
ing it, we may infer that σ ([x, y])σ (f (c′)) + σ ([xg (c′) , y]) ∈ Z(R) for all x, y ∈ ς.
Further it reduces to σ ([xg (c′) , y]) ∈ Z(R) for all x, y ∈ ς. Applying Lemma 2.4,
we get σ ([x, y])σ (g (c′)) ∈ Z(R) for all x, y ∈ ς. In view of Lemma 2.1, we obtain
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σ ([x, y]) ∈ Z(R) for all x, y ∈ ς. Hence R is commutative, by Lemma 2.6. Similarly,
we can get the results when σ(F ([x, y]− [G(x), y])) ∈ Z(R) for all x, y ∈ ς.

(iii) ⇒ (iv) : Let us consider

σ (F ([x, y]) + [x,G(y)]) ∈ Z(R), ∀ x, y ∈ ς. (3.12)

In case (0) ̸= g(Z(R)), we choose c ∈ Z(R) such that 0 ̸= g(c) and replace y by yc in
(3.12) we have

σ (F ([x, y]) + [x,G(y)])σ(c) + σ ([x, y])σ(f(c)) + σ ([x, yg(c)]) ∈ Z(R), ∀ x, y ∈ ς.
(3.13)

Substitute xc in place of x in (3.12), we find that

σ (F ([x, y]) + [x,G(y)])σ(c) + σ ([x, y])σ(f(c)) ∈ Z(R), ∀ x, y ∈ ς. (3.14)

Eq. (3.13) and (3.14) gives σ ([x, y])σ (g(c)) ∈ Z(R) for all x, y ∈ ϱ. It follows from
above that σ([x, y]) ∈ Z(R) for all x, y ∈ ϱ. With the aid of Lemma 2.6, we are done.

We next assume that (0) ̸= f(Z(R)). One may notice that the similar implications
as in the above case ensure the conclusion, therefore we omit the details. In the same
way, we get the conclusion from σ(F ([x, y])− [x,G(y)]) ∈ Z(R) for all x, y ∈ ς.

With the similar arguments as in the proof of Theorem 3.1 with necessary modi-
fications, we obtain the following result and for the sake of brevity, we omit its proof.

Theorem 3.4. Let R be a prime ring and ϱ be a non-zero right ideal of R. Suppose
that R admits multiplicative (generalized)-derivations (F, f) and (G, g) such that f
and g are both non-vanishing on Z(R). If there exists some a ∈ R such that aϱ ̸= (0),
then the following assertions are equivalent:

(i) a (F ([x, y])± [G(x), F (y)]) ∈ Z(R) for all x, y ∈ ϱ.

(ii) a (F ([x, y])± [F (x), G(y)]) ∈ Z(R) for all x, y ∈ ϱ.

(iii) R is commutative.

Corollary 3.5. Let R be a prime ring and I be a non-zero ideal of R. Suppose that
R admits multiplicative (generalized)-derivations (F, f) and (G, g) such that f and g
are both non-vanishing on Z(R). Then for some 0 ̸= a ∈ R, the following assertions
are equivalent:

(i) a (F ([x, y])± [G(x), F (y)]) ∈ Z(R) for all x, y ∈ I.

(ii) a (F ([x, y])± [F (x), G(y)]) ∈ Z(R) for all x, y ∈ I.

(iii) R is commutative

Theorem 3.6. Let R be a prime ring and ς be a non-zero left ideal of R. Suppose that
R admits a ring automorphism σ and multiplicative (generalized)-derivations (F, f)
and (G, g) such that f and g are both non-vanishing on Z(R). Then the following
assertions are equivalent:
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(i) σ (F ([x, y])± [G(x), F (y)]) ∈ Z(R) for all x, y ∈ ς.

(ii) σ (F ([x, y])± [F (x), G(y)]) ∈ Z(R) for all x, y ∈ ς.

(iii) R is commutative.

Proof. (i) ⇒ (iii) : Let us first consider the situation σ (F ([x, y]) + [G(x), F (y)]) ∈
Z(R) for all x, y ∈ ς. By applying the same technique that we used in the proof of
Theorem 3.4, we get σ([x, y]) ∈ Z(R) for all x, y ∈ ς. By Lemma 2.6, we are done.
Similarly, we conclude in case σ (F ([x, y])− [G(x), F (y)]) ∈ Z(R) for all x, y ∈ ς.

(ii) ⇒ (iii) : Proof is omitted.

Theorem 3.7. Let R be a prime ring and ς be a non-zero left ideal of R. Suppose that
R admits multiplicative (generalized)-derivations (F, f) and (G, g) such that both f
and g are non-vanishing on Z(R). Then for some 0 ̸= a ∈ R, the following assertions
are equivalent:

(i) a (F (x)G(y)± xy) ∈ Z(R) for all x, y ∈ ς.

(ii) a (F (x)G(y)± yx) ∈ Z(R) for all x, y ∈ ς.

(iii) R is commutative.

Proof. (i) ⇒ (iii) : We first consider the case

a (F (x)G(y) + xy) ∈ Z(R), ∀ x, y ∈ ς. (3.15)

In view of our assumption, let us choose c ∈ Z(R) such that 0 ̸= g(c). Take yc for y
in (3.15) to get

a (F (x)G(y) + xy) c+ aF (x)yg(c) ∈ Z(R), ∀ x, y ∈ ς.

By the given hypothesis, it implies that aF (x)yg(c) ∈ Z(R) for all x, y ∈ ς. Since
0 ̸= g(c), by Lemma 2.1, we have aF (x)y ∈ Z(R) for all x, y ∈ ς. That is

[aF (x)y, r] = 0, ∀ x, y ∈ ς, r ∈ R. (3.16)

Take xt in place of x in (3.16), we obtain

[aF (x)ty, r] + [axf(t)y, r] = 0, ∀ x, y, t ∈ ς, r ∈ R.

Eq. (3.16) reduces it to

[axf(t)y, r] = 0, ∀ x, y, t ∈ ς, r ∈ R.

Replace x by ax in the above expression and using it to get

[a, r] axf(t)y = 0, ∀ x, y, t ∈ ς, r ∈ R.

It implies that [a, r]Raxf(t)y = (0) for all x, y, t ∈ ς and r ∈ R. Thus we either
have a ∈ Z(R) or axf(t)y = 0 for all x, y, t ∈ ς. Suppose that axf(t)y = 0 for
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all x, y, t ∈ ς. Since 0 ̸= a, it implies that xf(t)y = 0 and hence xf(t) = 0 for all
x, t ∈ ς. Choose c1 ∈ Z(R) such that f(c1) ̸= 0 and substitute tc1 instead of t, we have
c1xf(t) + xf(c1)t = 0 for all x, t ∈ ς. Then it is not difficult to see that xf(c1) = 0
for all x ∈ ς. By Lemma 2.4, we have f(c1)x = 0. Take rx for x, where r ∈ R, we get
that f(c1)Rx = (0) for all x ∈ ς. It implies that either f(c1) = 0 or x = 0, but none
of them is true, and hence a contradiction follows.

Thus we have a ∈ Z(R). By Lemma 2.1, from (3.15) we find that F (x)G(y)+xy ∈
Z(R) for all x, y ∈ ς. By repeating the similar arguments as above, we arrive at
the situation [xf(t)y, r] = 0 for all x, y, t ∈ ς and r ∈ R. Replace x with qx, where
q ∈ R, we obtain that [q, r]xf(t)y = 0 for all x, y, t ∈ ς and r, q ∈ R. It implies that
[q, r]Rxf(t)y = (0), and hence either [q, r] = 0 for all r, q ∈ R or xf(t)y = 0 for all
x, y, t ∈ ς. Clearly the latter case is not possible, thus we have [R,R] = (0). Similarly,
we can conclude that R is commutative in case a (F (x)G(y)− xy) ∈ Z(R) for all
x, y ∈ ς.

(ii) ⇒ (iii) : With the similar implications, we can easily prove this part, therefore
we omit its proof.

We conclude this discussion with the following example, which shows that the
hypotheses of our results are not superfluous.

Example 3.8. Let S be a ring. Consider

R =




0 a b c
0 0 0 d
0 0 0 e
0 0 0 0

 | a, b, c, d, e ∈ S

 .

Define maps F, f,G, g : R → R by

F




0 a b c
0 0 0 d
0 0 0 e
0 0 0 0


 =


0 0 0 b2

0 0 0 0
0 0 0 e
0 0 0 0

 ,

f




0 a b c
0 0 0 d
0 0 0 e
0 0 0 0


 =


0 0 0 bd
0 0 0 0
0 0 0 0
0 0 0 0

 ,

G




0 a b c
0 0 0 d
0 0 0 e
0 0 0 0


 =


0 0 0 0
0 0 0 bd2

0 0 0 0
0 0 0 0

 ,

g




0 a b c
0 0 0 d
0 0 0 e
0 0 0 0


 =


0 0 0 abc
0 0 0 0
0 0 0 0
0 0 0 0

 .
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It can be easily verified that (F, f) and (G, g) are multiplicative (generalized)-
derivations of R. Note that

Z(R) =




0 0 0 c
0 0 0 0
0 0 0 0
0 0 0 0

 | c ∈ S


and the set

ϱ =




0 0 b c
0 0 0 −b
0 0 0 0
0 0 0 0

 | b, c ∈ S

 ,

is a right ideal of R. One can check that none of our hypotheses are true, i.e., R is
not a prime ring, f and g are both vanishing on Z(R) and there exists x ∈ ϱ such
that ax = 0 for all a ∈ R. We note that the following identities are satisfied:

(i) a ([F (x), y]± [x,G(y)]) ∈ Z(R).

(ii) a ([F (x), y]± [G(x), y]) ∈ Z(R).

(iii) a (F ([x, y])± [x,G(y)]) ∈ Z(R).

(iv) a (F ([x, y])± [G(x), F (y)]) ∈ Z(R).

(v) a (F ([x, y])± [F (x), G(y)]) ∈ Z(R).

(vi) a (F (x)G(y)± xy) ∈ Z(R).

(vii) a (F (x)G(y)± yx) ∈ Z(R).

for all x, y ∈ ϱ. However, R is not commutative.

4. Open Problems

The following are some natural questions, that we are unable to answer at that mo-
ment:

1. How to remove the condition that the associated derivations are non-vanishing
on Z(R)?

2. Is there any example which shows that this assumption can not be relaxed to
get the given results?
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